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A theorem analogons to the Weyl branching law for the unimodular groups is derived for $S_{p}(2 n)$.

IN the investigation of possible higher symmetry groups in elementary particle physics several authors have considered symplectic groups, as for instance $S p(6)$ in Ref. 1 and $S p(14)$ in Ref. 2. Beside this, these groups are of importance in nuclear physics. ${ }^{3}$ It may therefore be useful to have an analogy of the well-known Weyl branching law for the unimodular group $S L(n),{ }^{4}$ that is, to have a formula for the splitting of an irreducible representation of $S p(2 n)$ under restriction to $S p(2(n-1))$.

Two special cases, $S p(6) \downarrow S p(4)$ and $S p(4) \downarrow S p(2)$, have been treated in Ref. 5, a general formula for the symplectic groups, however, as far as the author knows, has not yet been published. In the following such a theorem is formulated and proved.

The irreducible representations $D$ of $S p(2 n)$ can be classified by $n$ nonnegative integers $\left\{m_{1} \cdots m_{n}\right\}$ with $m_{1} \geq \cdots \geq m_{n} \geq 0$ which determine a corresponding Young pattern (cf. Ref. 6). Write the space $R_{2 n}$, in which the group $S p(2 n)$ of linear transformations acts,

[^0]as a direct sum of a $2(n-1)$-dimensional and a 2 dimensional subspace $R_{(2 n-1)}$ and $R_{2}$, respectively. Then the subgroup of $S p(2 n)$ which leaves $R_{2(n-1)}$ invariant and acts as identity transformation in $R_{2}$ is isomorphic to $\operatorname{Sp}(2(n-1))$. We are now going to prove the following branching law for a restriction of $D_{\{m\}}$ to this subgroup:

Theorem: On restricting a representation $D_{\left\{m_{1} \cdots m_{n}\right\}}$ of $S p(2 n)$ to the subgroup $S p(2(n-1))$ one has the following splitting into irreducible representations $D_{\left\{m_{1}{ }^{\prime \prime} \cdots m_{n-1}{ }^{\prime \prime}\right\}}$ of $S p(2(n-1))$ :

with $m_{i}^{\prime}, m_{j}^{\prime \prime}$ integers.
Proof. The characters $\chi_{\{m\}}$ of an irreducible representation $D_{\{m\}}$ of $S p(2 n)$ can be expressed as a function of the $n$ independent characteristic roots $\epsilon_{1}, \cdots, \epsilon_{n}$ of an arbitrary matrix of $S p(2 n)$ :

$$
S p(2 n) \chi_{\{m\}}=\chi_{\left\{m_{1} \cdots m_{n}\right\}}^{\left(\epsilon_{1} \cdots \epsilon_{n}\right)}
$$

For the subgroup $S_{p}(2(n-1))$ one has with a suitable numbering of the roots $\epsilon_{n}=1$. Hence in order to prove (1) it suffices to establish the corresponding
formula for the characters, namely,

$$
\begin{aligned}
& \left.S p(2 n) \chi_{\left\{m_{1} \cdots{ }_{m_{n}}\right\}}^{\left(\epsilon_{1} \cdots \epsilon_{n}\right)}\right|_{\epsilon_{n}=1}
\end{aligned}
$$

$\chi_{(m)}$ can be written as the quotient of two determinants (Ref. 6, p. 218):

$$
\begin{equation*}
\chi_{\left(m_{1} \cdots \epsilon_{m_{n}}\right)}^{\left(\epsilon_{1} \cdots \epsilon_{n}\right)}=\frac{\left|\epsilon^{l_{1}}-\epsilon^{-l_{1}}, \cdots, \epsilon^{l_{n}}-\epsilon^{-l_{n}}\right|}{\left|\epsilon^{n}-\epsilon^{-n}, \cdots, \epsilon^{1}-\epsilon^{-1}\right|}, \tag{3}
\end{equation*}
$$

where the $i$ th row of the determinants in numerator and denominator are obtained by attaching the suffix $i$ to the $\epsilon$ 's and where

$$
\begin{equation*}
l_{j}=m_{j}+(n-j+1) \tag{4}
\end{equation*}
$$

For the denominator in (3) one has

$$
\begin{align*}
\mid \epsilon^{n}- & -\epsilon^{-n}, \cdots, \epsilon^{1}-\epsilon^{-1} \mid \\
& =\prod_{i=1}^{n}\left(\epsilon_{i}^{\frac{1}{2}}+\epsilon_{i}^{-\frac{1}{2}}\right) \cdot\left|\epsilon^{n-\frac{1}{2}}-\epsilon^{-\left(n-\frac{1}{2}\right)}, \cdots, \epsilon^{\frac{1}{2}}-\epsilon^{-\frac{1}{2}}\right|, \tag{5}
\end{align*}
$$

which is checked by multiplying the $i$ th row of the determinant on the right-hand side by $\left(\epsilon_{i}^{\frac{1}{2}}+\epsilon_{i}^{-\frac{1}{2}}\right)$ and then, starting with the last column, subtract each column from the preceding one.

We use the following identity which can be derived from Ref. 7, Chap. VII, Eq. (12.2):

$$
\begin{align*}
& \frac{\left|\epsilon^{l_{1}}-\epsilon^{-l_{1}}, \cdots \cdot \epsilon^{l_{n}}-\epsilon^{-l_{n}}\right|}{\left|\epsilon^{n-\frac{1}{2}}-\epsilon^{-\left(n-\frac{1}{2}\right)}, \cdots, \epsilon^{\frac{1}{2}}-\epsilon^{-\frac{1}{2}}\right|} \\
& =\frac{1}{\left|\epsilon^{n-1}+\epsilon^{-(n-1)}, \cdots, \epsilon^{0}+\epsilon^{0}\right|} \\
& \times_{l_{1}>l_{1}^{\prime}>} \sum_{\cdots>l_{n}>\left|l_{n}\right|}\left(\mid \epsilon^{l_{1}^{\prime}}+\epsilon^{-l_{1}^{\prime}}, \cdots, \epsilon^{l_{n}^{\prime}}+\epsilon^{-l_{n^{\prime}} \mid}\right. \\
& \left.+\left|\epsilon^{l_{1}^{\prime}}-\epsilon^{-l_{1}^{\prime}}, \cdots, \epsilon^{l_{n^{\prime}}}-\epsilon^{-l_{n}{ }^{\prime}}\right|\right), \tag{6}
\end{align*}
$$

the $l_{i}^{\prime}$ being half-integers.
Now let $\epsilon_{n} \rightarrow 1$ in (6). Then the last column and last row of the denominator on the right-hand side of (6) consist of 2's only, and for the sum one obtains (with $j=1, \cdots, n-1$ )

$$
\begin{align*}
& l_{l_{1}>l_{1}>} \sum_{l^{\prime}>l_{n}>\left|l_{n^{\prime}}\right|}\left(\left.\begin{array}{c}
\epsilon_{j}^{l_{1}{ }^{\prime}}+\epsilon_{j}^{-l_{1^{\prime}}}, \cdots, \epsilon_{j}^{l_{n} n^{\prime}}+\epsilon_{j}^{-l_{n^{\prime}}} \\
2 \quad, \cdots, \\
2
\end{array} \right\rvert\,+0\right) \\
& =2 . \sum_{l_{1}>l_{1}>} \sum_{n>l_{n}>l_{n}>0}\left|\begin{array}{c}
\epsilon_{j}^{l_{1}{ }^{\prime}}+\epsilon_{j}^{-l_{1}{ }^{\prime}}, \cdots, \epsilon_{j}^{l_{n}{ }^{\prime}}+\epsilon_{j}^{-l_{n}{ }^{\prime}} \\
2 \quad, \cdots, \quad 2
\end{array}\right| \tag{7}
\end{align*}
$$

[^1]since $l_{n}^{\prime}$ runs from $-\left(l_{n}-\frac{1}{2}\right)$ to $\left(l_{n}-\frac{1}{2}\right)$ and the determinant is even under $l_{n}^{\prime} \rightarrow-l_{n}^{\prime}$.

From Eq. (12.5) of Chap. VII, Ref. 7, one can deduce the following relation (with $j=1, \cdots, n-1$; $l_{i}^{\prime}$ half-integer, $l_{i}^{\prime \prime}$ integer):

$$
\begin{align*}
& \frac{\left|\begin{array}{c}
\epsilon_{j}^{l^{\prime}}+\epsilon_{j}^{-l_{1}{ }^{\prime}}, \cdots, \epsilon_{j}^{l^{\prime}}+\epsilon_{j}^{-l_{n}{ }^{\prime}} \\
2, \cdots, \\
2
\end{array}\right|}{\left|\begin{array}{c}
\epsilon_{j}^{n-1}+\epsilon_{j}^{-(n-1)}, \cdots, \epsilon_{j}^{0}+\epsilon_{j}^{0} \\
2, \cdots, \\
2
\end{array}\right|} \\
& =\frac{1}{\left|\epsilon_{j}^{n-\frac{3}{2}}-\epsilon_{j}^{-\left(n-\frac{1}{2}\right)}, \cdots, \epsilon_{j}^{\frac{1}{2}}-\epsilon_{j}^{-\frac{1}{2}}\right|} \\
& l_{l_{1}{ }^{\prime}>l_{1^{\prime \prime}}>} \sum_{n>l_{n-1^{\prime \prime}}>\left|n_{n}^{\prime}\right|} \\
& \times\left|\epsilon_{j}^{l_{j}{ }^{\prime \prime}}-\epsilon_{j}^{-l_{1} "}, \cdots, \epsilon_{j}^{l_{n-1}}-\epsilon_{j}^{-l_{n-1}}\right| . \tag{8}
\end{align*}
$$

Combining Eqs. (3), (5), (7), and (8) one gets [with $\left.l_{j}=m_{j}+(n-j+1)\right]:$

$$
\begin{aligned}
& { }_{S p(2 n)}^{()_{\{m\}}^{\left(\epsilon_{1}, \cdots, 1\right)}}=\frac{1}{2 \prod_{i=1}^{n-1}\left(\epsilon_{i}^{\frac{1}{2}}+\epsilon_{i}^{-\frac{1}{2}}\right)} \cdot \sum_{l_{1}>l_{l^{\prime}}>\cdots>l_{n}>l_{n^{\prime}}>0}
\end{aligned}
$$

$$
\begin{align*}
& \times \frac{\left|\epsilon^{l_{1}{ }^{\prime \prime}}-\epsilon^{-l_{1}{ }^{\prime \prime}}, \cdots, \epsilon^{l_{n-1} "}-\epsilon^{-l_{n-1}}\right|}{\left|\epsilon^{n-\frac{3}{2}}-\epsilon^{-\left(n-\frac{3}{2}\right)}, \cdots, \epsilon^{\frac{1}{2}}-\epsilon^{-\frac{1}{2}}\right|}, \tag{9}
\end{align*}
$$

where $l_{i}, l_{j}^{\prime \prime}$ are integers, $l_{i}^{\prime}$ half-integers. Similar to (5) one has

$$
\begin{align*}
& \prod_{i=1}^{n-1}\left(\epsilon_{i}^{\frac{1}{2}}+\epsilon_{i}^{-\frac{1}{2}}\right)\left|\epsilon^{n-\frac{3}{2}}-\epsilon^{-\left(n-\frac{3}{2}\right)}, \cdots, \epsilon^{\frac{1}{2}}-\epsilon^{-\frac{1}{2}}\right| \\
& =\left|\epsilon^{n-1}-\epsilon^{-(n-1)}, \cdots, \epsilon^{1}-\epsilon^{-1}\right| . \tag{10}
\end{align*}
$$

With (3) and (10) and $l_{i}=l_{i}^{\prime}+\frac{1}{2}$, Eq. (9) becomes

$$
\begin{align*}
& S_{p(2 n)} X_{\{m\}}^{\left(\epsilon_{1}, \cdots, \epsilon_{n-1}, 1\right)}=\sum_{l_{1} \geq l_{1}>l_{2} \geq \cdots \geq l_{n}>0} \\
& \times{ }_{l_{1}>l_{1}{ }^{\prime \prime} \geq l_{2}>} \sum_{\cdots>l_{n-1}{ }^{\prime \prime} \geq l_{n}} S_{n}(2(n-1)) \chi_{\left(m_{1}{ }^{(\epsilon)} \cdots m_{n-1^{\prime \prime}}\right)}, \tag{11}
\end{align*}
$$

where

$$
m_{i}^{\prime \prime}=l_{i}^{\prime \prime}-(n-i), \quad i=1, \cdots, n-1 .
$$

Putting
$m_{i}^{\prime}=l_{i}-(n-i+1), \quad i=1, \cdots, n-1, n$,
and summing over $m_{i}^{\prime}, m_{j}^{\prime \prime}$ instead of $l_{i}, l_{j}^{\prime \prime}$ in (11) one arrives at Eq. (2), which is equivalent to (1).
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#### Abstract

The Fresnel equation is derived in general relativity using the classical method applied by LeviCivita in the study of a nonrelativistic theory of electromagnetic induction. For the description of the anisotropic medium the theory proposed by Quan is adopted. The study of the Cauchy problem is also presented and the convergence of results assures us that the equation proposed is the good one.


## I. INTRODUCTION

IN general relativity, we study the propagation of an electromagnetic wave in a medium with general electric and magnetic anisotropy. For the description of the anisotropic medium we adopt the theory proposed by Quan. ${ }^{1}$ The Fresnel equation of wave normals is obtained by the application of the classical method, which consists of analyzing the discontinuity of the first derivative of the electromagnetic field $f_{\alpha \beta}$, once applied by Levi-Civita in the study of the same question in a nonrelativistic theory of electromagnetic induction. ${ }^{2}$

Essentially, we study a special type of singular regions of the 4 -space of general relativity. These singular regions are assumed to be 3 -spaces $\Sigma_{3}$ (called hypersurfaces of discontinuity), such that across them the electromagnetic field is continuous, but the first derivative may not be continuous. Across $\Sigma_{3}$ all the other physical quantities are supposed to be well behaved and in particular the metric tensor $g_{\alpha \beta}$ and its first derivatives are assumed to be continuous throughout. In the last section the study of the Cauchy problem for Quan's theory is presented.

The scheme followed in the paper generalizes the work on singular hypersurfaces made by Quan, ${ }^{1}$ Saini, ${ }^{3}$ and others, with the restriction that only the electromagnetic shock waves are studied.

As far as the author knows, a general covariant Fresnel's equation is not presented in the literature. ${ }^{4}$ Recently, using semiclassical methods, the author studied the Fresnel equation for vacuum polarization ${ }^{5}$ and the desire to confront this result with the equation

[^2]for a phenomenological theory motivated his interest on the subject.

Throughout the paper, the Latin indices have a range $1,2,3$ and the Greek indices a range $1,2,3,4$. The usual rules of the tensor algebra are used, (for example: $A^{[\alpha} B^{\beta]} \equiv \frac{1}{2}\left(A^{\alpha} B^{\beta}-A^{\beta} B^{\alpha}\right)$, and the partial and covariant derivatives are denoted by $\partial_{\alpha}$ and $\nabla_{\alpha}$, respectively. The permutation symbol is $\epsilon^{\alpha \beta \gamma \delta}$ and

$$
\eta^{\alpha \beta \gamma \delta} \equiv-(|g|)^{\frac{1}{2}} \epsilon^{\alpha \beta \gamma \delta}, \quad \eta_{\alpha \beta \gamma \delta} \equiv(|g|)^{\frac{1}{2}} \epsilon_{\alpha \beta \gamma \delta} .
$$

## II. FUNDAMENTAL EQUATIONS

An electromagnetical induction is defined in a domain of the 4 -space $V_{4}$ of general relativity when there are two antisymmetric tensor fields, $f_{\alpha \beta}$ and $p_{\alpha \beta}$, called electromagnetic and induction field and two nonsingular matrices [ $\epsilon_{\alpha}^{\beta}$ ], and $\left[\mu_{a}^{\beta}\right]$, called induction matrices, for which

$$
\begin{align*}
p_{\beta \alpha} U^{\alpha} & =\epsilon_{\beta}^{\rho} f_{\rho \alpha} U^{\alpha}, \\
f_{\beta \alpha}^{*} U^{\alpha} & =\mu_{\beta}^{\rho} \nu_{\rho \alpha}^{*} U^{\alpha}, \tag{1}
\end{align*}
$$

where $U^{*}$ is the 4 -velocity of the charged medium defined in the domain.
The notation employed is

$$
\begin{gather*}
f_{\alpha \beta} \equiv(\mathbf{E}, \mathbf{B}), \quad p_{\alpha \beta} \equiv(\mathbf{D}, \mathbf{H}), \\
f_{\alpha \beta}^{*}=\frac{1}{2} \eta_{\alpha \beta \gamma \delta} f^{\gamma \delta}, \quad p_{a \beta}^{*}=\frac{1}{2} \eta_{\alpha \beta \gamma \delta} \delta^{\nu \delta} . \tag{2}
\end{gather*}
$$

If we introduce the 4 -vectors, electric and magnetic fields and inductions, defined by

$$
\begin{array}{ll}
E_{\alpha} \equiv f_{\alpha \alpha} U^{\rho}, & B_{\alpha} \equiv f_{\alpha \rho}^{*} U^{\rho}, \\
D_{\alpha} \equiv p_{\alpha \rho} U^{\rho}, & H_{\alpha} \equiv p_{\alpha \rho}^{*} U^{\rho}, \tag{3}
\end{array}
$$

the constitutive equations (1) may be written

$$
\begin{equation*}
D_{\beta}=\epsilon_{\beta}^{\rho} E_{\rho}, \quad B_{\beta}=\mu_{\beta}^{\rho} H_{\rho} . \tag{4}
\end{equation*}
$$

It is seen that the matrices $\left[\epsilon_{\alpha}^{\beta}\right]$ and $\left[\mu_{\alpha}^{\beta}\right]$ represent two automorphisms of the vector space tangent to $V_{4}$.

If we represent by $\left[\lambda_{\alpha}^{\beta}\right]$ and $\left[\tau_{\alpha}^{\beta}\right]$ the inverse transformations of $\left[\epsilon_{\alpha}^{\beta}\right]$ and $\left[\mu_{\alpha}^{\beta}\right]$,

$$
\begin{equation*}
\lambda_{\alpha}^{\gamma} \epsilon_{\gamma}^{\beta}=\delta_{\alpha}^{\beta}, \quad \tau_{\alpha}^{\gamma} \mu_{\gamma}^{\beta}=\delta_{\alpha}^{\beta}, \tag{5}
\end{equation*}
$$

we get for the constitutive equations (1):

$$
\begin{equation*}
f_{\rho \alpha} U^{\alpha}=\lambda_{\rho}^{\gamma} p_{\gamma \alpha} U^{\alpha}, \quad p_{\rho \alpha}^{*} U^{\alpha}=\tau_{\rho}^{\gamma} f_{\gamma \alpha}^{*} U^{\alpha} . \tag{6}
\end{equation*}
$$

The two fields $f_{\alpha \beta}$ and $p_{\alpha \beta}$ are supposed to satisfy the Maxwell equations

$$
\begin{align*}
\nabla_{\alpha} f^{* \alpha \beta} & =0,  \tag{7a}\\
\nabla_{\alpha} p^{\alpha \beta} & =J^{\beta}, \tag{7b}
\end{align*}
$$

where the 4 -current $J^{\beta}$ is related to $f_{\alpha \beta}$ by the constitutive equation called Ohm's law

$$
\begin{equation*}
J^{\beta}=\sigma U_{\alpha} f^{\beta \alpha}+\delta U^{\beta} . \tag{8}
\end{equation*}
$$

In the last equation the scalars $\sigma$ and $\delta=U_{\beta} J^{\beta}$ are respectively the electrical conductivity and the excess charge.

In what follows, it is useful to consider the inverse relations of (3):

$$
\begin{align*}
& f^{\alpha \beta}=2 E^{[\alpha} U^{\beta]}-\eta^{\alpha \beta \mu \nu} B_{\mu} U_{v},  \tag{9a}\\
& f_{\alpha \beta}^{*}=2 B_{[\alpha} U_{\beta]}+\eta_{\alpha \beta \mu v} E^{\mu} U^{v}, \tag{9b}
\end{align*}
$$

and

$$
\begin{align*}
& p^{\alpha \beta}=2 D^{[\alpha} U^{\beta]}-\eta^{\alpha \beta \mu \nu} H_{\mu} U_{v}  \tag{10a}\\
& p_{\alpha \beta}^{*}=2 H_{[\alpha} U_{\beta]}+\eta_{\alpha \beta \mu \nu} D^{\mu} U^{\nu} . \tag{10b}
\end{align*}
$$

With the aid of Eqs. (10a), (3), (1), and (6) we obtain $p^{\alpha \beta}$ as a function of $f_{\alpha \beta}$ and $f_{\alpha \beta}^{*}$ :

$$
\begin{equation*}
p^{\alpha \beta}=2 g^{\sigma[\alpha} U^{\beta]} \epsilon_{\sigma}^{\rho} f_{\rho \lambda} U^{\lambda}+\eta^{\alpha \beta \gamma \sigma} \tau_{\sigma}^{\rho} f_{\rho \mu}^{*} U^{\mu} U_{\gamma} . \tag{11}
\end{equation*}
$$

The last equation is a generalization of the wellknown equation valid for an isotropic medium ( $\epsilon_{\alpha}^{\beta}=$ $\delta_{\alpha}^{\beta} \in$ and $\left.\tau_{\alpha}^{\beta}=\mu^{-1} \delta_{\alpha}^{\beta}\right):$

$$
\begin{equation*}
p^{\alpha \beta}=(1 / \mu) f^{\alpha \beta}+2[(1-\epsilon \mu) / \mu] U_{\sigma} f^{\sigma[\alpha} U^{\beta]} . \tag{12}
\end{equation*}
$$

## III. FRESNEL EQUATION

The equation of wave normals for the electromagnetic theory with inductions, may be obtained by the application of the method of Levi-Civita. ${ }^{2}$

In the domain of existence $V_{4}$ of $f_{\alpha \beta}$, we define a hypersurface of discontinuity $\Sigma_{3}$

$$
\begin{equation*}
\tau\left(x^{\alpha}\right)=C, \tag{13}
\end{equation*}
$$

to which corresponds at a given moment a wave surface which separates $V_{4}$ into two distinct regions. The discontinuities $\Delta\left(\partial_{\gamma} f_{\alpha \beta}\right)$ and $\Delta\left(\partial_{\gamma} p_{\alpha \beta}\right)$ of the first derivatives of $f_{\alpha \beta}$ and $p_{\alpha \beta}$ across $\Sigma_{3}$ must satisfy the so-called "conditions of geometrical compatibility"

$$
\begin{align*}
& \Delta\left(\nabla_{\gamma} f_{\alpha \beta}\right)=\Delta\left(\partial_{\gamma} f_{\alpha \beta}\right)=\Lambda_{\alpha \beta} \partial_{\gamma} \tau,  \tag{14a}\\
& \Delta\left(\nabla_{\gamma} p_{\alpha \beta}\right)=\Delta\left(\partial_{\gamma} p_{\alpha \beta}\right)=K_{\alpha \beta} \partial_{\gamma} \tau, \tag{14b}
\end{align*}
$$

$\Lambda_{\alpha \beta}$ and $K_{\alpha \beta}$ representing the "discontinuity tensors."
The derivative of (11) gives

$$
\begin{align*}
\nabla_{\gamma} p^{\alpha \beta}=2 g^{\sigma[\alpha} U^{\beta]} \epsilon_{\sigma}^{\rho} & U^{\lambda} \nabla_{\gamma} f_{\rho \lambda} \\
& +\eta^{\alpha \beta \lambda \sigma} \tau_{\sigma}^{\rho} U^{\mu} U_{\lambda} \nabla_{\gamma} f_{\rho \mu}^{*}+\psi_{\gamma}^{\alpha \beta}, \tag{15}
\end{align*}
$$

where the quantities $\psi_{\gamma}^{\alpha \beta}$ are independent of the derivatives of $f_{\alpha \beta}$ and $f_{\alpha \beta}^{*}$.

If we calculate the discontinuity of $\nabla_{y} p^{\alpha \beta}$ across $\Sigma_{3}$ with the use of (15), and taking into account that $f_{\alpha \beta}$ and $f_{\alpha \beta}^{*}$ are continuous across $\Sigma_{3}$ we have

$$
\begin{align*}
& \Delta\left(\partial_{\gamma} p^{\alpha \beta}\right)=2 g^{\sigma[\alpha} U^{\beta]} \epsilon_{\sigma}^{\rho} U^{\lambda} \Delta\left(\partial_{\gamma} f_{\rho \lambda}\right) \\
&+\eta^{\alpha \beta \lambda \sigma} \tau_{\sigma}^{\rho} U^{\mu} U_{\lambda} \Delta\left(\partial_{\gamma} f_{\rho \mu}^{*}\right) . \tag{16}
\end{align*}
$$

Since not all the $\partial_{\gamma} \tau$ are zero, we get from (16), (14a), and (14b):

$$
\begin{equation*}
K^{\alpha \beta}=2 g^{\sigma\lceil\alpha} U^{\beta 1} \epsilon_{\sigma}^{\rho} U^{\lambda} \Lambda_{\rho \lambda}+\eta^{\alpha \beta \lambda \sigma} \tau_{\sigma}^{\rho} U^{\mu} U_{\lambda} \Lambda_{\rho \mu}^{*} \tag{17}
\end{equation*}
$$

with

$$
\begin{equation*}
\Lambda_{\rho \mu}^{*}=\frac{1}{2} \eta_{\rho \mu \xi \xi} \Lambda^{\epsilon \xi}=\frac{1}{2} \eta_{\rho \mu \xi} g^{\epsilon \lambda} g^{\xi \nu} \Lambda_{\lambda v} . \tag{18}
\end{equation*}
$$

The relation (17) between $K^{\alpha \beta}$ and $\Lambda^{a \beta}$ depends only on the relation between $f_{\alpha \beta}$ and $p_{\alpha \beta}$, that is, on the constitutive equations.

These tensors must also satisfy other conditions imposed by the field equations of the theory. These conditions, called "dynamic compatibility conditions," are obtained from (7a) and (7b):

$$
\begin{align*}
\eta^{\beta \gamma \delta \epsilon} \Lambda_{\gamma \delta} \partial_{\beta} \tau & =0,  \tag{19a}\\
K^{\beta \alpha} \partial_{\beta} \tau & =0 . \tag{19b}
\end{align*}
$$

With the aid of (17) and (18), Eq. (19b) can be written in the form
$\left(2 g^{\alpha[\beta} U^{\alpha]} \epsilon_{\lambda}^{\rho} U^{\sigma}+\frac{1}{2} \eta^{\beta \alpha \lambda \nu} \eta_{\delta \mu \epsilon \xi} g^{\epsilon \rho} g^{\xi \sigma} U^{\mu} U_{\lambda} \tau_{\psi}^{\delta}\right) \Lambda_{\rho \sigma} \partial_{\beta} \tau=0$.

We note that (19a) admits the solution

$$
\begin{equation*}
\Lambda_{\rho \sigma}=Q_{\sigma} \partial_{\rho} \tau-Q_{\rho} \partial_{\sigma} \tau, \tag{21}
\end{equation*}
$$

where $Q_{\rho}$ is an arbitrary vector. Taking into account gauge invariance, we see that

$$
\begin{align*}
\Lambda_{\rho \sigma} & =q_{\sigma} \partial_{\rho} \tau-q_{\rho} \partial_{\sigma} \tau,  \tag{a}\\
q_{\sigma} & =Q_{\sigma}+k \partial_{\sigma} \tau, \tag{22b}
\end{align*}
$$

with $k$, an arbitrary constant. With the condition $\partial_{4} \tau \neq 0$, we can always choose $k$ so that $q_{4}=0$ and we adopt this gauge.

If we substitute (22a) into (20) we get

$$
\begin{equation*}
M^{\alpha \beta \rho \sigma} q_{\sigma} \partial_{\beta} \tau \partial_{\rho} \tau=0, \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
M^{\alpha \beta \rho \sigma} \equiv \eta^{\beta \alpha \lambda \nu} \eta_{\delta \mu \xi} U^{\mu} U_{\lambda} \tau_{v}^{\delta} g^{\epsilon \rho} g^{\xi \sigma}+4 g^{\alpha[\beta} U^{\alpha]} \epsilon_{\lambda}^{[\rho} U^{\sigma]} \tag{24}
\end{equation*}
$$

With the definition

$$
\begin{equation*}
H^{\alpha \sigma} \equiv M^{\alpha \beta \rho \sigma} \partial_{\beta} \tau \partial_{\rho} \tau \tag{25}
\end{equation*}
$$

Eq. (23) may be written

$$
\begin{equation*}
H^{x \sigma} q_{\sigma}=0 \tag{26}
\end{equation*}
$$

These equations forming a linear and homogeneous system (26) are not independent because $H_{\alpha \sigma}$ satisfies the trivial identity

$$
\begin{equation*}
\left(H^{\alpha \sigma} q_{\sigma}\right) \partial_{\alpha} \tau \equiv 0 \tag{27}
\end{equation*}
$$

Since $\partial_{4} \tau \neq 0$, we can express the fourth equation (26) as a linear combination of the three others and the system is reduced to

$$
\begin{equation*}
H^{a s} q_{s}=0 . \tag{28}
\end{equation*}
$$

The effective existence of discontinuities of $\partial_{\gamma} f_{\alpha \beta}$ across $\Sigma_{3}$ implies $q_{s} \neq 0$, that is,

$$
\begin{equation*}
\operatorname{det}\left|H^{a s}\right|=0 \tag{29}
\end{equation*}
$$

or

$$
\begin{equation*}
\operatorname{det}\left|M^{a \beta \rho s} \partial_{\beta} \tau \partial_{\rho} \tau\right|=0 \tag{30}
\end{equation*}
$$

This is the general covariant Fresnel equation for a medium with electric and magnetic anisotropy. If the medium presents electric anisotropy but is magnetically isotropic $\left[\tau_{\alpha}^{\beta}=(1 / \mu) \delta_{\alpha}^{\beta}\right]$, the last equation assumes the form

$$
\begin{gather*}
\operatorname{det} \mid\left[\left(g^{\beta \rho} g^{a s}-g^{a \rho} g^{\beta s}\right)+\left(g^{a \rho}-\mu g^{\lambda a} \epsilon_{\lambda}^{\rho}\right) U^{\beta} U^{s}\right. \\
-\left(g^{a s}-\mu g^{A a} \epsilon_{\lambda}^{s}\right) U^{\beta} U^{\rho}+\left(g^{\beta s}-\mu g^{\lambda \beta} \epsilon_{\lambda}^{s}\right) U^{\rho} U^{a} \\
\left.-\left(g^{\beta \rho}-\mu g^{\alpha \beta} \epsilon^{\rho}\right) U^{a} U^{s}\right] \partial_{\beta} \tau \partial_{\rho} \tau \mid=0 \tag{31}
\end{gather*}
$$

For the complete isotropy (also $\epsilon_{\alpha}^{\beta}=\epsilon \delta_{\alpha}^{\beta}$ ), we have

$$
\begin{equation*}
\operatorname{det}\left|\left(\bar{g}^{\beta \rho} \bar{g}^{a s}-\bar{g}^{a \rho} \bar{g}^{\beta s}\right) \partial_{\beta} \tau_{p} \partial \tau\right|=0 \tag{32}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{g}^{\alpha \rho} \equiv g^{\alpha \rho}-(1-\epsilon \mu) U^{\alpha} U^{\rho} \tag{33}
\end{equation*}
$$

Developing Eq. (32) we get the simplest form

$$
\begin{equation*}
\bar{g}^{\alpha \beta} \partial_{\alpha} \tau \partial_{\beta} \tau=0 \tag{34}
\end{equation*}
$$

Finally, it is easy to show that the well-known equation ${ }^{4}$

$$
\begin{equation*}
\operatorname{det}\left|\eta^{a s} \partial_{m} \tau \partial^{m} \tau-\partial^{a} \tau \partial^{s} \tau+\eta^{l a} \mu \epsilon_{l}^{s} \partial_{4} \tau \partial_{4} \tau\right|=0 \tag{35}
\end{equation*}
$$

is obtained if we consider a Minkowski space ( $g_{\alpha \beta}=$ $\eta_{\alpha \beta}$ ) and a frame moving with the medium.

## IV. CAUCHY PROBLEM

We now consider the full system Einstein-Maxwell equations, where the functions $\sigma,\left[\varepsilon_{\alpha}^{\beta}\right]$, and $\left[\mu_{a}^{\beta}\right]$ are supposed to be known. The field variables are now $g_{\alpha \beta}, f_{\alpha \rho}, \delta$, and $U^{\alpha}$ and the Einstein equation determines $g_{\alpha \beta}$ and $U^{\alpha}$.

Given on a three-dimensional manifold $V_{3}$ (whose local equation we take as $x^{4}=0$ ) the field $f_{z \beta}$, we try to determine the values on $V_{3}$ of $\partial_{4} f_{\alpha \beta}$.

According to the field equation (7a), we have on $V_{3}$ :

$$
\begin{equation*}
\eta^{\lambda v v \rho} \partial_{4} f_{v p}+\varphi^{\lambda}(\text { C.d. })=0, \tag{36}
\end{equation*}
$$

where $\phi^{\lambda}$ depends only on the Cauchy data (C.d.).
This equation gives, for $\lambda=k$, the values of $\partial_{4} f_{i j}$ on $V_{3}$.

For $\lambda=4$, (36) gives $\varphi^{4}(\mathrm{C} . \mathrm{d})=$.0 , which represents a condition that the Cauchy data must satisfy on $V_{3}$.

The other group of the field equations (7b) may be decomposed in the system:

$$
\begin{align*}
-M^{j 44 k} \partial_{4} f_{4 k}+\psi^{j}(\mathrm{C} . \text { d. }) & =\sigma U_{\alpha} f^{j \alpha}+\delta U^{j}  \tag{37a}\\
\psi^{4}(\mathrm{C} . \text { d. }) & =\sigma U_{\alpha} f^{4 \alpha}+\delta U^{4} \tag{37b}
\end{align*}
$$

where $\psi_{\alpha}$ is also known because of the Cauchy data.
If $V_{3}$ is not exceptional (det $\left|M^{j 4 i k}\right| \neq 0$ ), Eq. (37a) may be solved for $\partial_{4} f_{4 k}$. [We note incidentally that (37b) determines $\delta$.]
The characteristics of the Maxwell system are the manifold solutions of

$$
\begin{equation*}
\operatorname{det}\left|M^{j 4 k}\right|=0 \tag{38}
\end{equation*}
$$

With the aid of the coordinate transformations defined by

$$
\begin{align*}
x^{4^{\prime}} & =\tau\left(x^{a}\right)  \tag{39a}\\
x^{a^{\prime}} & =x^{a} \tag{39b}
\end{align*}
$$

for which

$$
\begin{equation*}
M^{a^{\prime} 4^{\prime} 4^{\prime} s^{\prime}}=a_{n}^{\alpha^{\prime}} a_{\beta}^{4^{\prime}} a_{\rho}^{4} a_{s}^{s^{\prime}} M^{a \beta \rho s}=\partial_{\beta} \tau \partial_{\rho} \tau M^{a \beta \rho s} \tag{40}
\end{equation*}
$$

we get the covariant form (30) obtained in the last section.

This convergence of results assures us that the equation obtained is the good one.
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#### Abstract

'The principle of compensation of dangerous diagrams (PCDD) postulated by Bogoliubov to determine the coefficients in the canonical transformation to quasi-particles in superconducting systems is derived from four different criteria (1) the expected number of quasi-particles in the true ground state is a minimum, (2) the one-particle density matrix and the two-particle amplitude determined from the BCS ground state are equated to the true ones, (3) the expectation value of an arbitrary operator is simplified by diagonalizing its quadratic part, and (4) the starting point for the dressing of the quasi-particle is chosen in the most convenient way. The condition obtained for the PCDD is then expressed in terms of quasi-particle Green's functions. The ladder diagrams are eliminated by examining an integral equation for the Green's function describing the creation of two quasi-particles from the vacuum. Finally, the condition obtained here for the PCDD is compared with the condition obtained previously.


## 1. INTRODUCTION

THE principle of compensation of dangerous diagrams (PCDD) postulated by Bogoliubov ${ }^{1}$ to determine the coefficients in the canonical transformation to quasi-particles (QP) in superconductivity theory has been of considerable interest since Henley and Wilets ${ }^{2}$ showed that the second- and higher-order terms in it were very important for nuclear matter. The PCDD states that the coefficients in the canonical transformation should be determined by setting the sum of all the diagrams describing the creation of a pair of QP from the vacuum equal to zero. ${ }^{1.3}$ It had previously been thought that the corrections to the lowest-order diagram were negligible, ${ }^{4}$ but Henley and Wilets ${ }^{2}$ showed that the energy gap equation sometimes did not even have solutions if the higher-order terms in the PCDD were included.

This result seems somewhat strange at first, because Bogoliubov et al. ${ }^{5}$ have shown that the BCS model ${ }^{6}$ with pairing forces is asymptotically exact in the limit of infinite volume. This problem has

[^3]recently attracted a great deal of attention because it is one of the few nontrivial examples of an exactly solvable model in quantum field theory. ${ }^{7}$ However, since Henley and Wilets ${ }^{2}$ were investigating nonpairing forces in general it is no contradiction that they obtained the result that the second- and higher-order terms in the PCDD are important. Tolmachev and Tiablikov ${ }^{4}$ calculated the second-order term in the PCDD for a pairing type interaction and pointed out that the term was of higher order in the coupling constant than the order of validity of the model Hamiltonian in the theory of superconductivity. The BCS theory has also been applied to finite nuclei ${ }^{8}$ where it is not exact, and therefore it is important to investigate the foundations of the PCDD and the effect of higher-order terms.
The PCDD was originally postulated to remove some terms in the perturbation expansion of the ground state energy that could be divergent. ${ }^{1,3}$ Since the expansion itself was not guaranteed to converge, ${ }^{2}$ this argument was not very convincing. However, it was shown that the PCDD corresponded to
(I.1) maximizing the overlap between the true and the BCS ground state vector, ${ }^{9}$
(I.2) eliminating two QP states from the true ground state vector, ${ }^{9}$

[^4](I.3) diagonalizing the quadratic part of the reaction operator (Brillouin-Brueckner-Bogoliubov condition), ${ }^{9}$ and
(I.4) generalizing Brueckner's extension of HartreeFock theory (the exact self-consistent-field theory) to QP. ${ }^{10}$

These criteria gave a condition for the PCDD which is called the $\operatorname{PCDD}(\mathrm{I})$. It could be expanded by perturbation theory, ${ }^{4,10}$ but it was difficult to fit into the framework of QP Green's functions. ${ }^{11}$ Using time-dependent perturbation theory it was even difficult to show that ladder diagrams do not contribute to the PCDD. ${ }^{10}$ On the other hand, these criteria give some needed physical insight into a previously abstruse and mathematical principle.

It is the purpose of this paper to obtain another formulation of the PCDD which is also based on reasonable physical criteria, but which can be expressed conveniently in terms of QP Green's functions. The criteria which are used here are:
(II.1) the total expected number of QP in the true ground state is a minimum,
(II.2) the one particle density matrix and the two particle amplitude determined from the BCS ground state are equated to the true ones,
(II.3) the expectation value of an arbitrary operator is simplified by diagonalizing its quadratic part, ${ }^{12}$ and
(II.4) the starting point for the dressing of the QP is chosen in the most convenient way.

These four criteria all lead to the same condition for the PCDD, which is called the PCDD(II). It is not exactly the same as the $\operatorname{PCDD}(\mathrm{I})$, but it is still compatible with the original statement of the PCDD that the sum of all dangerous diagrams vanish. ${ }^{1.3}$

Criterion (II.1) has an especially simple physical interpretation. If the number of QP in the true ground state is a minimum, the QP would be expected to behave more like an ideal gas. The QP interactions would not be as important and thus the free QP model would be expected to be a good approximation. The expansion of the true ground state in terms of the QP states would converge rapidly. Thus this criterion is just as physically appealing as the maximum overlap criterion (I.1).

Perhaps the most important aspect of the new condition for the PCDD is that it is easily formulated in terms of QP Green's functions which have previously been investigated. ${ }^{11}$ The equations of motion

[^5]for the Green's function describing the creation of two QP from the vacuum can be used to obtain a perturbation expansion of the PCDD(II), and even go beyond ordinary perturbation theory. It is also very easy to remove the ladder diagrams from the PCDD(II) by solving an integral equation.

In the next section the Bogoliubov QP is defined and the Hamiltonian transformed to QP operators. The criterion of minimum expected number of QP in the ground state is applied in Sec. 3 to obtain the PCDD(II). In Sec. 4 the criterion of best approximation to the true one- and two-particle density matrices is used to obtain the best coefficients in the canonical transformation. It is shown in Sec. 5 that the diagonalization of the quadratic part of the expectation value of an arbitrary operator also leads to the $\operatorname{PCDD}(\mathrm{II})$. The best starting point for the subsequent dressing of the QP is discussed in Sec. 6. Section 7 gives the Green's function formulation of the PCDD(II). The ladder diagrams can be eliminated by using the QP Green's functions as shown in Sec. 8. In Sec. 9 a comparison is made between the $\operatorname{PCDD}(\mathrm{I})$ and the PCDD(II). Finally the last section summarizes the different criteria and the advantages of the PCDD(II).

## 2. BOGOLIUBOV QUASI-PARTICLES

In this section the method of the canonical transformation is reviewed, because the equations are needed later. The necessity for a source term in the Hamiltonian and its implications are discussed. Finally the Hamiltonian is transformed to the QP operators.
The Hamiltonian for a system of particles interacting with two body forces is

$$
\begin{equation*}
H=\sum_{1}\left(e_{1}-\mu\right) a_{1}^{\dagger} a_{1}-\frac{1}{4} \sum_{1234}\langle 12| V|34\rangle a_{1}^{\dagger} a_{2}^{\dagger} a_{3} a_{4} . \tag{2.1}
\end{equation*}
$$

The operators $a_{1}^{\dagger}$ and $a_{1}$ are the creation and annihilation operators for fermions with momentum $\mathbf{k}_{1}$ and spin $\sigma_{1}( \pm=u p /$ down $)$, and $(1)=\left(\mathbf{k}_{1}, \sigma_{1}\right)$, and (2) $=\left(\mathbf{k}_{2}, \sigma_{2}\right)$, etc. They satisfy the usual fermion anticommutation relations. The matrix element of the potential $\langle 12| V|34\rangle$ is antisymmetric and positive for attractive interactions, $e_{1}$ is the kinetic energy, and $\mu$ is the chemical potential.

Since we are interested in superconductivity, it is necessary to introduce a source term into the Hamiltonian in order to remove the degeneracy due to the
appearance of a condensate of bound pairs. ${ }^{13}$ The source term is

$$
\begin{equation*}
H_{s}=-v \sum_{1}\left(w_{1} a_{1}^{\dagger} a_{-1}^{\dagger}+w_{1}^{*} a_{-1} a_{1}\right) \tag{2.2}
\end{equation*}
$$

where after the calculation the limit $\nu \rightarrow 0$ is taken. The complex function $w_{1}$ is arbitrary. The terms in Eq. (2.2) remove the conservation law for the number of particles. The new Hamiltonian

$$
\begin{equation*}
H^{\prime}=H+H_{s} \tag{2.3}
\end{equation*}
$$

is now used. This Hamiltonian does not commute with the number operator, and so therefore the number of particles is not a good quantum number. If $|0\rangle$ is the true ground state vector of $H^{\prime}$, then it is not an eigenstate of the number operator.

In order to treat the problem of superconductivity, Bogoliubov ${ }^{1,3}$ and Valatin ${ }^{14}$ introduced the canonical transformation to quasi-particles $(\mathrm{QP})^{15}$

$$
\begin{equation*}
\alpha_{1}=u_{1} a_{1}+v_{-1} a_{-1}^{\dagger} . \tag{2.4}
\end{equation*}
$$

The QP is a particle with probability amplitude $u_{1}$ and a hole with probability amplitude $v_{1}$. The QP are also fermions if the transformation is to be canonical, so the QP creation and annihilation operators satisfy the usual fermion anticommutation relations. This condition implies that the coefficients satisfy

$$
\begin{align*}
u_{1}^{2}+v_{1}^{2} & =1,  \tag{2.5a}\\
u_{1} & =u_{-1},  \tag{2.5b}\\
v_{1} & =-v_{-1} . \tag{2.5c}
\end{align*}
$$

Equation (2.4) and its Hermitian conjugate can be solved for the particle annihilation operator

$$
\begin{equation*}
a_{1}=u_{1} \alpha_{1}-v_{-1} \alpha_{-1}^{\dagger} . \tag{2.6}
\end{equation*}
$$

Equation (2.6) expresses the particle annihilation operator in terms of the QP creation and annihilation operators.

The Hamiltonian $H^{\prime}$ in Eq. (2.3) obviously has a different form than the Hamiltonian $H$ in Eq. (2.1). If Eq. (2.6) and its Hermitian conjugate are substituted into the Hamiltonian $H^{\prime}$ and the QP operators are put in normal order, the result will be of the same form as if only $H$ had been used. Thus $H$ and $H^{\prime}$ have the

[^6]same form after the canonical transformation to QP has been made. In terms of QP the addition of the source term $H_{s}$ to the original Hamiltonian $H$ leaves it form invariant. The limit $v \rightarrow 0$ can be taken in $H^{\prime}$ and the original Hamiltonian is recovered. The only purpose of the source term is to give us a hunting license for nonzero two-particle amplitudes $\langle 0| a_{1}^{\dagger} a_{-1}^{\dagger}|0\rangle$. These would definitely be zero if the source terms were not present. ${ }^{16}$

The Hamiltonian $H$ in Eq. (2.1) in terms of the QP operators can be written as ${ }^{11}$

$$
\begin{equation*}
H=\sum_{j, k} H_{j k}, \tag{2.7}
\end{equation*}
$$

where $j+k=0,2,4$ and $(j, k)=(0,1,2,3,4)$. The term $H_{j k}$ has $j$ QP creation operators and $k$ QP annihilation operators

$$
\begin{align*}
H_{j k}= & \sum_{1,2, \cdots, j+k} h_{j k}(1,2, \cdots, j+k) \\
& \times \alpha_{1}^{\dagger} \alpha_{2}^{\dagger} \cdots \alpha_{j}^{\dagger} \alpha_{j+1} \cdots \alpha_{j+k} \tag{2.8}
\end{align*}
$$

where the coefficients $h_{j k}$ can be found in Appendix A of Kobe and Cheston. ${ }^{11}$

The QP vacuum state is needed later as the unperturbed ground state in Sec. IV. The BCS ground state vector is ${ }^{6}$

$$
\begin{equation*}
|\mathrm{BCS}\rangle=\prod_{j}\left(u_{j}+v_{j} a_{j}^{\dagger} a_{-j}^{\dagger}\right)|\mathrm{vac}\rangle \tag{2.9}
\end{equation*}
$$

where the product is only over half the total number of states, and $|\mathrm{vac}\rangle$ is the state of no particles. The BCS ground state can be shown to be the vacuum for the QP

$$
\begin{equation*}
a_{k} \alpha|\mathrm{BCS}\rangle=0 \tag{2.10}
\end{equation*}
$$

for all $k$, by using Eq. (2.4). Because of this convenient property it is natural to choose the BCS state as the unperturbed ground state.

## 3. MINIMIZATION OF THE NUMBER OF QUASI-PARTICLES

The problem now is to determine the best choice of the coefficients $u_{1}$ and $v_{1}$ in Eq. (2.4), which then gives the best Bogoliubov QP. In previous papers ${ }^{9,10}$ the criteria (I.1) through (I.4) have been used to obtain the $\operatorname{PCDD}(\mathrm{I})$. In this section another criterion is used to give a somewhat different condition for the best Bogoliubov QP which is called the $\operatorname{PCDD}(\mathrm{II})$. It is, however, completely compatible with the original statement of the PCDD given by Bogoliubov in terms of dangerous diagrams. ${ }^{1,3}$

The criterion (II.1) which is used now is that the total expected number of $Q P$ in the true ground state is a minimum. If the true ground state vector is given

[^7]by $|0\rangle$ the total expected number of QP in it is the expectation value of the QP number operator
\[

$$
\begin{equation*}
n \equiv \sum_{j}\langle 0| \alpha_{j}^{\dagger} \alpha_{j}|0\rangle=\text { minimum } \tag{3.1}
\end{equation*}
$$

\]

subject to the constraints in Eq. (2.5).
This criterion is a very natural one, since if the number of QP in the true ground state were a minimum, the QP would be expected to behave almost ideally. Their number would be small and interactions would not be as important as if there were many QP present. Thus the free QP model would be expected to be a good approximation. This condition is analogous to reducing the pressure in a volume of gas, so that it behaves more ideally. By minimizing the number of QP, the expansion of the true ground state in terms of zero, two, four, etc. QP states would converge rapidly. This criterion would also be expected to be a good starting point for a treatment of QP interaction effects which is discussed in Sec. 6.

Because of the constraints in Eq. (2.5) it is necessary to introduce the Lagrangian multipliers $\Lambda_{j}$ and minimize the function

$$
\begin{equation*}
n^{\prime}=n+\sum_{j} \Lambda_{j}\left(u_{j}^{2}+v_{j}^{2}-1\right) \tag{3.2}
\end{equation*}
$$

However, the operator $L_{k}$ can be defined as ${ }^{10}$

$$
\begin{equation*}
L_{k}=u_{k}\left(\partial / \partial v_{k}\right)-v_{k}\left(\partial / \partial u_{k}\right), \tag{3.3}
\end{equation*}
$$

which has the property that

$$
\begin{equation*}
L_{k} \sum_{i} \Lambda_{j}\left(u_{i}^{2}+v_{j}^{2}-1\right)=0 \tag{3.4}
\end{equation*}
$$

Therefore it does not make any difference if $L_{k}$ is applied to Eq. (3.1) or (3.2).
If $n$ is minimized (or extremized) with respect to the coefficients in the canonical transformation, the result is the condition

$$
\begin{equation*}
L_{k} n=0=\operatorname{Re}\langle 0| \alpha_{k}^{\dagger} \alpha_{-k}^{\dagger}|0\rangle, \tag{3.5}
\end{equation*}
$$

which is called the $\operatorname{PCDD}$ (II). It gives an equation from which the coefficients $u_{1}$ and $v_{1}$ can be determined to give the best Bogoliubov QP. In Sec. 9 it is compared with the $\operatorname{PCDD}(\mathrm{I})$, and, in Sec. 7 a means of expanding it in terms of QP Green's functions is given.
Equation (3.5) for the extremum is actually a minimum if the second derivatives $n_{u v}^{\prime}, n_{v v}^{\prime}$, and $n_{u v}^{\prime} \cdot(-u / v)$ are all positive. The second derivatives $n_{u u}^{\prime \prime}$ and $n_{v v}^{\prime}$ involve the Lagrangian multipliers $\Lambda_{j}$ which must be eliminated by using the two equations obtained by setting the first derivatives equal to zero. When this
procedure is carried out the conditions for a minimum are

$$
\begin{gather*}
\langle 0| a_{k}^{\dagger} a_{k}|0\rangle>\langle 0| \alpha_{k}^{\dagger} \alpha_{k}|0\rangle,  \tag{3.6a}\\
\langle 0| a_{k} a_{k}^{\dagger}|0\rangle>\langle 0| \alpha_{k}^{\dagger} \alpha_{k}|0\rangle,  \tag{3.6b}\\
2 u_{k} v_{k} \operatorname{Re}\langle 0| a_{k}^{\dagger} a_{-k}^{\dagger}|0\rangle>0 . \tag{3.6c}
\end{gather*}
$$

These conditions should be satisfied since the number of QP in the true ground state is expected to be small. The number in the BCS state is, of course, zero. However, it is not yet known whether the extremum is a minimum or a maximum.

The conditions in Eq. (3.6) can be shown to be satisfied by solving Eq. (3.5) for the coefficients $u_{k}$ and $v_{k}$, and then substituting them into Eq. (3.6). Equation (3.5) can be expressed in terms of the coefficients and particle amplitudes by using Eq. (2.4) which gives

$$
\begin{equation*}
\left(u_{k}^{2}-v_{k}^{2}\right) A_{k}=2 u_{k} v_{k} B_{k} \tag{3.7}
\end{equation*}
$$

where $A_{k}$ is defined to be the two-particle amplitude ${ }^{17}$

$$
\begin{equation*}
A_{k}=\operatorname{Re}\langle 0| a_{k}^{\dagger} a_{-k}^{\dagger}|0\rangle \tag{3.8}
\end{equation*}
$$

and $B_{k}$ is defined as

$$
\begin{equation*}
2 B_{k}=\langle 0| a_{k} a_{k}^{\dagger}|0\rangle-\langle 0| a_{-k}^{\dagger} a_{-k}|0\rangle, \tag{3.9}
\end{equation*}
$$

which can be either positive or negative. Equation (3.7) can be solved with the help of Eq. (2.5) and the results are

$$
\begin{equation*}
2 u_{k} v_{k}=A_{k} / C_{k} \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{k}^{2}-v_{k}^{2}=B_{k} / C_{k}, \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{k}=\left[A_{k}^{2}+B_{k}^{2}\right]^{\frac{1}{2}} . \tag{3.12}
\end{equation*}
$$

The expected number of QP in the true ground state can be expressed in terms of the particle amplitudes by using Eqs. (2.4), and (3.10) through (3.12) to give

$$
\begin{equation*}
\langle 0| \alpha_{k}^{\dagger} \alpha_{k}|0\rangle=\frac{1}{2}-C_{k} . \tag{3.13}
\end{equation*}
$$

Since the expected number of QP in the BCS ground state is zero and $C_{k}=\frac{1}{2}$ for the BCS state, the positive solution has been taken in Eqs. (3.10) through (3.12). If Eqs. (3.13), (3.9), and (3.12) are used in Eq. (3.6) the conditions become

$$
\begin{gather*}
B_{k}<\left[A_{k}^{2}+B_{k}^{2}\right]^{\frac{1}{2}},  \tag{3.14a}\\
-B_{k}<\left[A_{k}^{2}+B_{k}^{2}\right]^{\frac{1}{2}}  \tag{3.14b}\\
A_{k}^{2} / C_{k}>0 . \tag{3.14c}
\end{gather*}
$$

These conditions are all satisfied for positive or negative $B_{k}$ as long as $A_{k}$ in Eq. (3.8) is not zero.

[^8]However, this condition is just the condition that the system is in the superconducting phase. Therefore for superconducting systems, the extremum condition given by the PCDD(II) in Eq. (3.5) makes the expected number of QP in the true ground state a true minimum.

## 4. BEST DENSITY

The criterion for the best Bogoliubov QP that is now discussed is that the one- and two-particle density matrices obtained with the BCS ground state are the best approximations to the true ones. The single-particle density matrix obtained from the BCS ground state can be set equal to the true singleparticle density matrix. The two-particle density matrix obtained from the BCS ground state can be equated to a Gorkov ${ }^{18}$ type factorization of the true two-particle density matrix. This criterion is essentially the same as the best density criterion in the independent particle model, ${ }^{19}$ where the orbitals are Löwdin's natural spin orbitals. ${ }^{20}$

The matrix element of the single-particle density matrix determined from the BCS ground state is

$$
\begin{equation*}
\langle\mathrm{BCS}| a_{k}^{\dagger} a_{k}|\mathrm{BCS}\rangle=v_{k}^{2} \tag{4.1}
\end{equation*}
$$

if Eqs. (2.6) and (2.10) are used. This expression can be chosen such that it is equal to the true singleparticle density matrix ${ }^{21}$

$$
\begin{equation*}
v_{k}^{2}=\langle 0| a_{k}^{\dagger} a_{k}|0\rangle=\langle 0| a_{-k}^{\dagger} a_{-k}|0\rangle \tag{4.2}
\end{equation*}
$$

which can, for example, be calculated by the linearized equation of motion method. ${ }^{22}$ This condition has in principle determined the coefficients because of Eq. (2.5). However, we investigate the two-particle density matrix to see if there are any auxiliary conditions which must be imposed.

The matrix element of the two-particle density matrix determined from the BCS ground state is

$$
\begin{align*}
& \langle\operatorname{BCS}| a_{1}^{\dagger} a_{2}^{\dagger} a_{3} a_{4}|\mathrm{BCS}\rangle \\
& \quad=\left(u_{1} v_{1}\right)\left(u_{4} v_{4}\right) \delta_{3-4} \delta_{1-2}+v_{1}^{2} v_{2}^{2}\left(\delta_{23} \delta_{14}-\delta_{13} \delta_{24}\right) \tag{4.3}
\end{align*}
$$

from Eqs. (2.6) and (2.10). However, the two-particle amplitude determined from the BCS ground state is

$$
\begin{equation*}
\langle\mathrm{BCS}| a_{k}^{\dagger} a_{-k}^{\dagger}|\mathrm{BCS}\rangle=u_{k} v_{k} . \tag{4.4}
\end{equation*}
$$

[^9]The coefficients can be chosen such that $u_{k} v_{k}$ is equal to the true two-particle amplitude ${ }^{17,23}$

$$
\begin{equation*}
u_{k} v_{k}=\langle 0| a_{k}^{\dagger} a_{-k}^{\dagger}|0\rangle, \tag{4.5}
\end{equation*}
$$

which is not zero in the superconducting state ${ }^{13}$ because of the source term in Eq. (2.3). The twoparticle amplitude and the density matrix can be shown to satisfy two coupled equations by the linearized equation of motion method. ${ }^{22}$

If Eqs. (4.2) and (4.5) are substituted into Eq. (4.3), we obtain a Gorkov ${ }^{18}$ type factorization of the twoparticle density matrix

$$
\begin{align*}
\langle 0| & a_{1}^{\dagger} a_{2}^{\dagger} a_{3} a_{4}|0\rangle \\
& \cong \\
\cong & \langle\mathrm{BCS}| a_{1}^{\dagger} a_{2}^{\dagger} a_{3} a_{4}|\mathrm{BCS}\rangle \\
\cong & \langle 0| a_{1}^{\dagger} a_{-1}^{\dagger}|0\rangle\langle 0| a_{-4} a_{4}|0\rangle \delta_{3-4} \delta_{1-2}  \tag{4.6}\\
& \quad+\langle 0| a_{1}^{\dagger} a_{1}|0\rangle\langle 0| a_{2}^{\dagger} a_{2}|0\rangle\left(\delta_{23} \delta_{14}-\delta_{13} \delta_{24}\right)
\end{align*}
$$

Equation (4.6) shows why it is not surprising that Gorko ${ }^{18}$ obtained the BCS theory ${ }^{6}$ with this type of ansatz. The Green's function equations that he used are analogous to the linearized equation of motion method used by Pines. ${ }^{22}$

If the ansatz in Eq. (4.6) is used in the expectation value of the Hamiltonian, Eqs. (4.5) and (4.2) substituted into it, and the expression is minimized with respect to the coefficients, the BCS result ${ }^{6}$ is obtained. This procedure corresponds to Valatin's ${ }^{14}$ minimization of $H_{00}$ in Eq. (2.7). All of these methods correspond to the PCDD in lowest order.

Equation (3.7) can easily be obtained by multiplying Eq. (4.5) by ( $u_{k}^{2}-v_{k}^{2}$ ) and making use of Eqs. (4.2) and (2.5). If, however, Eq. (2.6) is substituted into Eq. (3.7) the condition

$$
\begin{equation*}
\operatorname{Re}\langle 0| \alpha_{k}^{\dagger} \alpha_{-k}^{\dagger}|0\rangle=0 \tag{4.7}
\end{equation*}
$$

is obtained which is the same as Eq. (3.5) for the $\operatorname{PCDD}($ II $)$. Thus the criterion of best approximation to the one- and two-particle density matrices gives the same condition as the minimization of the number of QP in the true ground state. ${ }^{23 a}$

## 5. SIMPLIFICATION OF EXPECTATION VALUES

In his original paper on the canonical transformation applied to boson systems, Bogoliubov ${ }^{24}$ neglected the QP interaction terms and merely diagonalized the quadratic part of the Hamiltonian which lead to only

[^10]the compensation of the lowest-order dangerous diagram. It was shown previously ${ }^{9}$ that diagonalizing the quadratic part of the reaction operator (or $t$ matrix) leads to the $\operatorname{PCDD}(\mathrm{I})$. No matter how important these two operators are for the energy, they should not be overemphasized, since there are many other important operators. One possible criterion for the best Bogoliubov QP would be to diagonalize the quadratic part of the operator that is most important to the particular problem. However, this criterion would make the coefficients dependent on which operator was chosen, which would not be a desirable feature. Since it is really expectation values which are of interest, the criterion of diagonalizing the quadratic part of the expectation value of an arbitrary operator can be used. In this way the expectation values of arbitrary operators can be simplified.

An arbitrary one-, two-, three-, or many-particle operator $Q$ can easily be expressed in second quantization. ${ }^{25}$ When it is transformed to the QP creation and annihilation operators in Eq. (2.4) and put in normal order, it can be written in a form similar to the Hamiltonian in Eq. (2.7). The true expectation value of the operator is

$$
\begin{align*}
& \langle 0| Q|0\rangle \\
& \quad=Q_{00}+\langle 0| Q_{11}|0\rangle+2 \operatorname{Re}\langle 0| Q_{20}|0\rangle+\cdots, \tag{5.1}
\end{align*}
$$

where

$$
\begin{equation*}
\langle 0| Q_{11}|0\rangle=\sum_{k} q_{11}(k, k)\langle 0| \alpha_{k}^{\dagger} \alpha_{k}|0\rangle \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Re}\langle 0| Q_{20}|0\rangle=\sum_{k} q_{20}(k,-k) \operatorname{Re}\langle 0| \alpha_{k}^{\dagger} \alpha_{-k}^{\dagger}|0\rangle \tag{5.3}
\end{equation*}
$$

The three dots in Eq. (5.1) represent the expectation values of the parts containing more than two QP creation and annihilation operators. The coefficients $q_{i j}$ contain the matrix elements of the operator $Q$ and the coefficients in the canonical transformation. It is assumed that $q_{20}$ is real in Eq. (5.3).

Since the coefficients can be chosen arbitrarily, the form of Eq. (5.1) will be simplified if the third term on the right vanishes. From Eq. (5.3) it can be seent hat it will vanish if

$$
\begin{equation*}
\operatorname{Re}\langle 0| \alpha_{k}^{\dagger} \alpha_{-k}^{\dagger}|0\rangle=0 \tag{5.4}
\end{equation*}
$$

which is the same condition as Eq. (3.5) for the PCDD (II). It will also vanish if $q_{20}(k,-k)$ vanishes, but this condition gives coefficients that are dependent on the matrix elements of the operator, which is not desirable. Equation (5.4) for the coefficients is also

[^11]advantageous in that Eq. (5.2) will be "small" since the number of QP in the state $k$ in the exact ground state will be minimized by the condition.

Thus the condition of diagonalizing the quadratic part of the expectation value of an arbitrary operator also gives the PCDD(II). The criterion (I.3) which stipulates that the quadratic part of the reaction operator should be diagonal gives the PCDD(I). In this section it is the expectation value of the quadratic part of an arbitrary operator which is diagonalized, so that there is no contradiction between these two criteria.

## 6. BEST STARTING POINT FOR THE DRESSING OF THE QUASI-PARTICLE

Because of the QP interactions, the free QP becomes dressed with a cloud of virtual collective excitations. ${ }^{26,27}$ The virtual emission and absorption of these collective excitations causes the energy of the bare QP to become dressed. This dressed energy is a better description of the QP since it takes into account the effect of QP interactions that are ignored in the free or bare QP model.
Another criterion that can be applied to determine the best choice of coefficients in the canonical transformation is that the starting point for the treatment of the QP dressing is chosen in the most convenient way. ${ }^{28}$ This criterion is not unique, but it is shown that a reasonable choice will lead to the $\operatorname{PCDD}(\mathrm{II})$ obtained from the other criteria.
The concept of dressing can best be described in terms of Green's functions for the QP. In a previous paper ${ }^{11}$ the set of coupled integral equations satisfied by the Fourier transform of the QP Green's functions

$$
\begin{align*}
\mathcal{S}_{n m}(1,2, & \cdots, n, n+1, \cdots, n+m) \\
& =i\langle 0| T\left\{\alpha_{1} \cdots \alpha_{n} \alpha_{n+1}^{\dagger} \cdots \alpha_{n+m}^{\dagger}\right\}|0\rangle \tag{6.1}
\end{align*}
$$

were investigated. The creation and annihilation operators in Eq. (6.1) are in the Heisenberg picture. The variables are defined as $(1)=\left(k_{1}, \sigma_{1}, t_{1}\right),(2)=$ ( $\mathbf{k}_{2}, \sigma_{2}, t_{2}$ ), etc. The operator $T$ is the time ordering operator that puts the largest times on the left and the smallest on the right with a plus sign for an even and a minus sign for an odd permutation of the original order.
The equation of motion for the single QP propagator can be obtained and is shown in Fig. 1. The QP self-energy was obtained in a previous paper ${ }^{28}$ where the vertex in Fig.1(g), $h_{20}(k,-k)$, was set equal
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Fig. 1. The equation of motion for the single quasi-particle propagator.
to zero so that the term vanished. This procedure is just the PCDD in lowest order which is not adequate. The self energy was determined from the remaining terms in Fig. 1. However, higher-order dangerous diagrams would arise from some of the remaining terms in Fig. 1. For example, when Fig. 1(f) is expanded it results in a term that has the same form as Fig. $1(\mathrm{~g})$ except that the vertex function is a secondorder dangerous diagram and would not vanish if only $h_{20}(k,-k)$ were zero. It is thus desirable to find another condition which would result in the vanishing of the sum of all terms involving $G_{02}$ or $G_{20}$ in the expansion of the single quasi-particle propagator.

The concept of dressing the QP is really only an approximation which could be expected to be valid in the case of weak QP interaction. The true single QP propagator has poles at all the excitation energies of the system as the true spectral representation shows ${ }^{29}$

$$
\begin{align*}
& G_{11}(1,2)=(-2 \pi)^{-1} \delta\left(\omega_{1}-\omega_{2}\right) \\
& \quad \times \sum_{s}\left\langle\frac{\langle 0| \alpha_{1}|s\rangle\langle s| \alpha_{2}^{\dagger}|0\rangle}{\omega_{1}-\omega_{s}+i 0}+\frac{\langle 0| \alpha_{2}^{\dagger}|s\rangle\langle s| \alpha_{1}|0\rangle}{\omega_{1}+\omega_{s}-i 0}\right\}, \tag{6.2}
\end{align*}
$$

where $|s\rangle$ is a true eigenstate of the Hamiltonian $H^{\prime}$ in Eq. (2.3) and $\omega_{s}$ is its excitation energy. The arguments of $G_{11}(1,2)$ contain the variables $(1)=$ $\left(k_{1}, \sigma_{1}, \omega_{1}\right)$, etc. The first term in Eq. (6.2) is the retarded part and the second term is the advanced part.

In the absence of QP interactions, the true ground state reduces to the BCS ground state $|\mathrm{BCS}\rangle$. The complete set of states reduce to the zero, one, two, etc. free QP states. Thus the only state that contributes to the sum over states in the first term in Eq. (6.1) is the state with one $\mathrm{QP}|s\rangle=\alpha_{1}^{\dagger}|\mathrm{BCS}\rangle$ with an excitation energy $E_{1} \equiv h_{11}(1,1)$. The advanced part of Eq. (6.2) vanishes because of Eq. (2.10). Thus, in the absence of QP interactions, Eq. (6.2) reduces to the

[^13]free QP propagator
\[

$$
\begin{equation*}
G^{0}(1)=(-2 \pi)^{-1}\left(\omega_{1}-E_{1}+i 0\right)^{-1} \tag{6.3}
\end{equation*}
$$

\]

after integration (summation) over $\omega_{2}\left(\mathbf{k}_{2}, \sigma_{2}\right)$.
If the QP interaction is turned on very weakly, the form of Eq. (6.3) would still be expected to be a good approximation to the retarded part of the single QP propagator. The predominant contribution to the sum in Eq. (6.2) for the retarded part would come from the state with one QP created from the true ground state $|s\rangle=\alpha_{1}^{\dagger}|0\rangle$ with the excitation energy $\xi_{1}$. For the advanced part of Eq. (6.2) the predominant contribution would come from the state $|s\rangle=\alpha_{-1}^{\dagger}|0\rangle$ with the same excitation energy. Thus a good approximation to Eq. (6.2) would be ${ }^{30}$

$$
\left.\begin{array}{rl}
G_{11}(1)=(-2 \pi)^{-1}\left\{\frac{\langle 0| \alpha_{1} \alpha_{1}^{\dagger}|0\rangle\langle 0| \alpha_{1} \alpha_{1}^{\dagger}|0\rangle}{\omega_{1}-\xi_{1}+i 0}\right. \\
& +\frac{\langle 0| \alpha_{1}^{\dagger} \alpha_{-1}^{\dagger}|0\rangle\langle 0| \alpha_{-1} \alpha_{1}|0\rangle}{\omega_{1}+\xi_{1}-i 0} \tag{6.4}
\end{array}\right\}
$$

after integration (summation) over $\omega_{2}\left(\mathbf{k}_{2}, \sigma_{2}\right)$. The energy $\xi_{1}$ is the dressed energy and can be determined in principle from the Dyson equation. ${ }^{31}$ The advanced part of Eq. (6.4) is inconvenient, so it would be convenient to choose the coefficients such that it vanished. This choice is now shown to lead to the vanishing of $G_{02}$ also.

After this discussion of the approximations used in $G_{11}$ for the dressing of the QP , the same approximations can be made in Fig. 1 (g) for the two QP creation propagator $G_{02}$. The functions $G_{11}$ and $G_{02}$ are coupled to each other and thus the same type of approximations should be used for both for the sake of consistency. The spectral representation of $G_{02}$ is ${ }^{29}$

$$
\begin{align*}
& G_{02}(1,2)=(-2 \pi)^{-1} \delta\left(\omega_{1}+\omega_{2}\right) \\
& \quad \times \sum_{s}\left\{\frac{\langle 0| \alpha_{1}^{\dagger}|s\rangle\langle s| \alpha_{2}^{\dagger}|0\rangle}{\omega_{1}-\omega_{s}+i 0}+\frac{\langle 0| \alpha_{2}^{\dagger}|s\rangle\langle s| \alpha_{1}^{\dagger}|0\rangle}{\omega_{1}+\omega_{s}-i 0}\right\} \tag{6.5}
\end{align*}
$$

The state which would be expected to predominate for weak QP interactions in Eq. (6.5) is $|s\rangle=\alpha_{-1}^{\dagger}|0\rangle$ in the first term and $|s\rangle=\alpha_{1}^{\dagger}|0\rangle$ in the second. Both these states would have the same excitation energy $\xi_{1}$. The propagator $G_{02}$ would then take the form
$G_{02}(1)=(-2 \pi)^{-1}\left\{\frac{\langle 0| \alpha_{1}^{\dagger} \alpha_{-1}^{\dagger}|0\rangle\langle 0| \alpha_{-1} \alpha_{-1}^{\dagger}|0\rangle}{\omega_{1}-\xi_{1}+i 0}\right.$

$$
\begin{equation*}
\left.+\frac{\langle 0| \alpha_{-1}^{\dagger} \alpha_{1}^{\dagger}|0\rangle\langle 0| \alpha_{1} \alpha_{1}^{\dagger}|0\rangle}{\omega_{1}+\xi_{1}-i 0}\right\rangle \tag{6.6}
\end{equation*}
$$

after integration (summation) over $\omega_{2}\left(\mathbf{k}_{2}, \sigma_{2}\right)$.

[^14]The two QP creation propagator $G_{02}$ and the advanced part of the single particle propagator in Eq. (6.4) will all vanish if the two QP amplitude in the numerator vanishes. Thus we can use the condition

$$
\begin{equation*}
\operatorname{Re}\langle 0| \alpha_{k}^{\dagger} \alpha_{-k}^{\dagger}|0\rangle=0 \tag{6.7}
\end{equation*}
$$

to determine the coefficients in the transformation. The imaginary part of the two QP amplitude is also zero because of Eq. (A8). Thus the term in Fig. 1(g) and other similar terms involving $G_{02}$ and $G_{20}$ are zero. From Eq. (6.4) the single-particle propagator is thus

$$
\begin{equation*}
G_{11}(1)=(-2 \pi)^{-1}\left(\omega_{1}-\xi_{1}+i 0\right)^{-1} Z_{1}, \tag{6.8}
\end{equation*}
$$

where $Z_{1}$ is the numerator of the retarded part in Eq. (6.4). Equation (6.8) is in exactly the same form as the bare propagator in Eq. (6.3), and can easily be determined from the Dyson equation. ${ }^{31}$ If the advanced part were not zero, the Dyson equation would be much more difficult to solve. Thus the criterion of the most convenient starting point for the dressing of the QP is also seen to lead to the PCDD(II) in Eq. (6.7).

## 7. QUASI-PARTICLE GREEN'S FUNCTION FORMULATION

In order to obtain an expansion of PCDD(II), it is convenient to express it in terms of the QP Green's functions. Then the QP Green's functions equations of motion ${ }^{11}$ can be used to expand the $\operatorname{PCDD}$ (II) in terms of QP interactions. An ordinary perturbation expansion can be obtained, ${ }^{10}$ but the Green's function method enables an infinite subset of graphs to be summed, and intermediate propagators to be dressed. Thus by using Green's functions one can go beyond the limitations imposed by ordinary perturbation theory. In the next section the Green's function method is used to eliminate the ladder diagrams.

From the spectral representation of the two QP creation propagator $G_{02}$ in Eq. (6.5), it can be shown that the two QP amplitude is

$$
\begin{align*}
g_{02}(1,2) & \equiv-\operatorname{Re} i \iint_{-\infty}^{\infty} d \omega_{1} d \dot{\omega}_{2} G_{02}(1,2) \\
& =\operatorname{Re}\langle 0| \alpha_{1}^{\dagger} \alpha_{2}^{\dagger}|0\rangle . \tag{7.1}
\end{align*}
$$

The two QP annihilation propagator $G_{20}$ has a spectral representation similar to Eq. (6.5). ${ }^{29}$ It is related to the two QP amplitude by an equation similar to Eq. (7.1)

$$
\begin{align*}
g_{20}(1,2) & \equiv-\operatorname{Re} i \int_{-\infty}^{\infty} \int_{\infty}^{\infty} d \omega_{1} d \omega_{2} G_{20}(1,2) \\
& =\operatorname{Re}\langle 0| \alpha_{1} \alpha_{2}|0\rangle . \tag{7.2}
\end{align*}
$$

Fic. 2. The principle of compensation of dangerous diagrams in diagrammatic form. The dashed lines represent integration over the energies.


From Eqs. (7.1) and (7.2) it follows that

$$
\begin{equation*}
g_{02}(1,2)=g_{20}(2,1) \tag{7.3}
\end{equation*}
$$

Because of the QP anticommutation relations, we also have the result

$$
\begin{equation*}
g_{02}(1,2)=-g_{02}(2,1) \tag{7.4}
\end{equation*}
$$

From the PCDD(II) in Eqs. (3.5), (4.7), (5.4), and (6.7) the condition for the best QP is

$$
\begin{equation*}
g_{02}(1,-1)=0, \tag{7.5}
\end{equation*}
$$

which is shown graphically in Fig. 2.
The Green's function $G_{02}$ satisfies the following equation of motion ${ }^{11}$ :

$$
\begin{align*}
& G_{02}(1,2)  \tag{7.6a}\\
&= \sum^{\prime} 4 \pi h_{02}^{\prime}\left(11^{\prime}\right) G^{0}(1) G_{11}\left(1^{\prime} 2\right)  \tag{7.6b}\\
&+\sum^{\prime} 4 \pi h_{22}^{\prime}\left(1^{\prime} 2^{\prime} 13^{\prime}\right) G^{0}(1) G_{13}\left(3^{\prime}, 1^{\prime} 2^{\prime} 2\right)  \tag{7.6c}\\
&+\sum^{\prime}-2 \pi h_{31}^{\prime}\left(1^{\prime} 2^{\prime} 3^{\prime} 1\right) G^{0}(1) G_{04}\left(1^{\prime} 2^{\prime} 3^{\prime} 2\right)  \tag{7.6d}\\
&+\sum^{\prime}-6 \pi h_{13}^{\prime}\left(1^{\prime} 12^{\prime} 3^{\prime}\right) G^{0}(1) G_{22}\left(2^{\prime} 3^{\prime}, 1^{\prime} 2\right)  \tag{7.6e}\\
&+\sum^{\prime} 8 \pi h_{04}^{\prime}\left(13^{\prime} 2^{\prime} 1^{\prime}\right) G^{0}(1) G_{31}\left(3^{\prime} 2^{\prime} 1^{\prime}, 2\right) . \tag{7.6f}
\end{align*}
$$

This equation is shown graphically in Fig. 3. It represents an "expansion" of the Green's function in terms of the last interaction, the outgoing QP encounters. The free QP propagator $G^{0}(1)$ is defined in Eq. (6.3). The prime on the $h_{j k}$ functions defined in Eq. (2.8) means that there is also a delta function for conservation of energy at each vertex. The prime on the sum means to sum (integrate) over the primed momenta and spins (frequencies).

In order to obtain the PCDD(II), it is only necessary to integrate Eq. (7.6) as shown in Eq. (7.1) and use Eq. (7.5). The lowest-order term in the PCDD(II) can be obtained by neglecting all the QP interaction terms except (b) in Eq. (7.6) and Fig. 3. Then the PCDD(II) in Eq. (7.5) gives

$$
\begin{equation*}
h_{02}(k,-k)=0, \tag{7.7}
\end{equation*}
$$

which is just the lowest-order PCDD(II) obtained by diagonalizing the quadratic part of the Hamiltonian



Fig. 3. The equation of motion for the Green's function describing the creation of two quasi-particles from the vacuum.


Fic. 4. The integral equation which sums the ladder diagrams. The outgoing lines are dressed.
in Eq. (2.7) and which is equivalent to the BCS theory. By substituting the equations of motion for the higher-order Green's functions in Eq. (7.6), the PCDD(II) can be obtained to any arbitrary order in perturbation theory. In particular, the second-order correction to the PCDD can be obtained from the term (f) in Eq. (7.6) and Fig. 3 if the three QP going into the box are annihilated and one is created.

## 8. ELIMINATION OF LADDER DIAGRAMS

By using the Green's function method of the last section, it is possible to show that ladder diagrams do not contribute to the PCDD(II). Tolmachev and Tiablikov ${ }^{4}$ first pointed out that it is not necessary to consider the diagrams that have a ladder part on their outgoing lines. They used the PCDD(I), but it was shown that there is still some difficulty with the ladder diagrams. ${ }^{10}$

If the equations of motion for the higher-order Green's functions are substituted into Fig. 3 for $G_{02}$, then Fig. 4 is obtained. A similar equation can be obtained for $G_{20}$. The term in Fig. 4(d) is the sum of all nonladder type diagrams shown in Fig. 5. The iteration of the two equations for $G_{02}$ and $G_{20}$ results in the sum of all ladder diagrams being attached to the nonladder diagrams. ${ }^{32}$

In Fig. 4 the term (b) is obtained when the QP going into Fig. 3(c) passes through with only selfinteractions. Likewise the term in Fig. 4(c) is obtained when one of the QP going into Fig. 3(f) passes through with only self-interactions. In Fig. 5 there would be some ladder diagrams with self-interactions on the outgoing lines, but these have been included in Fig. 4(b) and (c) by dressing the outgoing lines. Thus in Fig. 5 only the pure nonladder diagrams are considered.
Equation (7.6) can be written in the form of Fig. 4 by substituting the equations of motion for higherorder Green's functions ${ }^{11}$ into it, which gives

$$
\begin{align*}
G_{02}(1,2)= & \sum^{\prime}-4 \pi i h_{22}^{\prime}\left(1^{\prime} 2^{\prime} 12\right) G_{1}(1) G_{1}(2) G_{02}\left(1^{\prime}, 2^{\prime}\right) \\
& +\sum^{\prime}-24 \pi i h_{04}^{\prime}\left(122^{\prime} 1^{\prime}\right) G_{1}(1) G_{1}(2) G_{20}\left(2^{\prime} 1\right.  \tag{8.1}\\
& +F_{02}(1,2)
\end{align*}
$$

The dressed single QP propagator $G_{1}(1)$ is defined in Eq. (6.4). If Eq. (8.1) is substituted into Eq. (7.2) and assuming the matrix elements of the potential and the
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Fig. 5. The sum of all the nonladder diagrams. Ladder diagrams with self-energy interactions on the outgoing lines are not included.
two QP amplitude ${ }^{17}$ are real, the result is

$$
\begin{align*}
g_{02}(1,2)=\Sigma^{\prime} & 4 \pi h_{22}\left(1^{\prime} 2^{\prime} 12\right) g_{1}(12) g_{02}\left(1^{\prime} 2^{\prime}\right) \\
& +\sum^{\prime} 24 \pi h_{04}\left(121^{\prime} 2^{\prime}\right) g_{1}(12) g_{02}\left(2^{\prime} 1^{\prime}\right) \\
& +f_{02}(12) \tag{8.2}
\end{align*}
$$

Equations (7.3) and (7.4) have been used to obtain Eq. (8.2). The function $g_{1}$ is defined as

$$
\begin{align*}
g_{1}(12)=(2 \pi)^{-1}\left(\xi_{1}+\right. & \left.\xi_{2}\right)^{-1}\left[Z_{1} Z_{2}\right. \\
& \left.+g_{02}^{2}(1,-1) g_{02}^{2}(2,-2)\right] \tag{8.3}
\end{align*}
$$

and the function $f_{02}$ is defined as

$$
\begin{equation*}
f_{02}(1,2)=-\operatorname{Re} i \iint_{-\infty}^{\infty} d \omega_{1} d \omega_{2} F_{02}(1,2) \tag{8.4}
\end{equation*}
$$

Equation (8.2) shows that if Eq. (7.5) for the PCDD(II) is satisfied, then $f_{02}(1,-1)=0$ also. Conversely, if

$$
\begin{equation*}
f_{02}(1,-1)=0 \tag{8.5}
\end{equation*}
$$

then Eq. (7.5) for the $\operatorname{PCDD}(\mathrm{II})$ is also satisfied since the sum of the ladder graphs after the canonical transformation converges. ${ }^{33}$ Equations (8.4) and (8.5) can be taken as a reformulation of the PCDD(II). In order to determine the coefficients in the canonical transformation the sum of all the nonladder dangerous diagrams should be set equal to zero. ${ }^{34}$

## 9. RELATION BETWEEN THE TWO CONDITIONS

In two previous papers ${ }^{9,10}$ the criteria (I.1) through (I.4) in the Introduction were used to obtain the

[^16]condition for the determination of the coefficients for the best Bogoliubov QP. These criteria gave what is called here the $\operatorname{PCDD}(\mathrm{I})$
\[

$$
\begin{equation*}
\mathrm{I}: \quad \operatorname{Re}\langle 0| \alpha_{k}^{\dagger} \alpha_{-k}^{\dagger}|\mathrm{BCS}\rangle=0, \tag{9.1}
\end{equation*}
$$

\]

where $|\mathrm{BCS}\rangle$ is the BCS ground state. Especially the maximum overlap criterion (I.1) gives some physical insight into the nature of the PCDD. It is this condition that was used by Tolmachev and Tiablikov ${ }^{4}$ in calculating the second-order term in the PCDD.
The criteria (II.1) through (II.4) developed in this paper give the condition called the $\operatorname{PCDD}$ (II)

$$
\begin{equation*}
\text { II: } \quad \operatorname{Re}\langle 0| \alpha_{k}^{\dagger} \alpha_{-k}^{\dagger}|0\rangle=0 \tag{9.2}
\end{equation*}
$$

given in Secs. 3 through 6. These criteria are equally reasonable, and the PCDD(II) can be used as an alternative condition for determining the coefficients. It is especially convenient to use because QP Green's functions can be used to obtain an expansion for it.

The $\operatorname{PCDD}(\mathrm{II})$ reduces to the $\operatorname{PCDD}(\mathrm{l})$ if the true ground state $|0\rangle$ is replaced with the BCS ground state on the right side of Eq. (9.2). The difference between the $\operatorname{PCDD}(\mathrm{II})$ and the $\operatorname{PCDD}(\mathrm{I})$ can be seen by expanding the true ground state wave vector $|0\rangle$ in terms of zero, two, four, etc. QP states

$$
\begin{align*}
|0\rangle= & c|\mathrm{BCS}\rangle \\
& +\sum_{k} c_{k} \alpha_{k}^{\dagger} \alpha_{-k}^{\dagger}|\mathrm{BCS}\rangle \\
& +\sum_{k>l}^{k} c_{k l} \alpha_{k}^{\dagger} \alpha_{-k}^{\dagger} \alpha_{l}^{\dagger} \alpha_{-l}^{\dagger}|\mathrm{BCS}\rangle \\
& +\sum_{k>l>m} c_{k l m} \alpha_{k}^{\dagger} \alpha_{-k}^{\dagger} \alpha_{l}^{\dagger} \alpha_{-l}^{\dagger} \alpha_{m}^{\dagger} \alpha_{-m}^{\dagger}|\mathrm{BCS}\rangle+\cdots, \tag{9.3}
\end{align*}
$$

where the sums are only over half the total number of states. The PCDD(I) given in Eq. (9.1) corresponds to

$$
\begin{align*}
c & =\text { max } \\
c_{k} & =0 \text { for all } k \tag{9.4}
\end{align*}
$$

because of the maximum overlap criterion (I.1). However, the PCDD(II) corresponds to

$$
\begin{align*}
n & =2 \sum_{k}\left|c_{k}\right|^{2}+4 \sum_{k>l}\left|c_{k l}\right|^{2}+6 \sum_{k>l>m}\left|c_{k l m}\right|^{2}+\cdots \\
& =\min \tag{9.5}
\end{align*}
$$

from the minimization of the number of QP in Eq. (3.1). In order for Eq. (9.5) to be a minimum the coefficients corresponding to a large number of QP must be small. Thus the convergence of the expansion in Eq. (9.3) must be rapid.

From Eqs. (9.4) and (9.5) it can be seen that in general the two criteria are different, but that both are reasonable. Both the conditions in Eqs. (9.1) and (9.2) can be expanded by perturbation theory and the same general type of diagrams is obtained. However, in the perturbation expansion of Eq. (9.1) it is not possible to eliminate the ladder diagrams exactly. ${ }^{10}$ For Eq. (9.2) Green's functions and their equations of motion ${ }^{11}$
can be used. This method is very convenient and fits in very nicely with the self-energy of the QP. ${ }^{26}$ In using Green's functions, it is possible to sum an infinite subset of graphs and easily go beyond ordinary perturbation theory. This advantage strongly recommends the PCDD(II).

It is not surprising that different criteria give somewhat different formulations of the PCDD. In the independent particle model ${ }^{19}$ different criteria also give different orbitals. The condition obtained for orbitals from the maximum overlap principle is different from the best density criterion, and the two cannot in general be simultaneously satisfied.

## 10. CONCLUSION

Of the four criteria developed in this paper for determining the coefficients in the canonical transformation, the criterion (II.1) of minimizing the number of QP in the true ground state has the most appealing physical significance. It is analogous to reducing the pressure in a container of gas by removing molecules so that the gas will behave more ideally. If there are very few QP expected in the true ground state, the probability of finding many QP is small. Thus the expansion of the true ground state in terms of QP states would converge rapidly.

The criterion of best density (II.2) is a very reasonable one, since it would give the best approximation to the expectation values of one- and two-particle operators. It also sheds some light on the nature of the Gorkov ${ }^{18}$ type of factorization of the two-particle density matrix.

The third criterion of the simplification of the expectation value of an arbitrary operator (II.3) is somewhat arbitrary. On the other hand, it is no more so than the original choice of coefficients as the ones diagonalizing the quadratic part of the Hamiltonian. The Hamiltonian is just one of many operators, so that it should not be overemphasized. It is significant, however, that the condition obtained from this criterion is also the one obtained by the other two criteria.

The fourth criterion, the best starting point for the dressing of the QP , is of interest in that all the terms involving a $G_{02}$ or a $G_{20}$ in the equation of motion for the single QP propagator are eliminated. In the original treatment of the QP self-energy, ${ }^{26}$ only the compensation of the lowest-order dangerous diagram was used. In higher orders, there would be $G_{02}$ or $G_{20}$ terms with higher-order dangerous diagrams attached to them. With the PCDD(II) these terms would also be zero. The self-energy of the QP obtained previously does not have to be modified.

All of the criteria used here give the PCDD(II) instead of the PCDD(I) obtained previously. These two conditions for the PCDD were compared in the last section. The question as to which is best is probably a matter of taste. If ordinary perturbation theory is used, the simplest condition is the $\operatorname{PCDD}(\mathrm{I})$, since it involves the true ground state only once. However, there is some difficulty in removing the ladder diagrams exactly.

On the other hand, if the QP Green's functions are used then it is essential to use the PCDD(II). The ladder diagrams can easily be removed. A perturbation expansion can be obtained for the PCDD(II) in which dressed energies can easily be introduced. Then PCDD(II) can be used in connection with the QP self-energy to obtain equations coupling the energy gap to the single particle energy. ${ }^{35}$ Thus the advantage of being able to work with the QP Green's function recommends the PCDD (II).

The eight criteria given in this and previous papers ${ }^{9,10}$ have provided some needed physical insight into a previously abstruse and mathematical principle. The criterion of minimum number of QP in the true ground state stands alongside the maximum overlap criterion as giving an intuitive feeling for obtaining the best Bogoliubov quasi-particle.
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## APPENDIX. COMPLEX COEFFICIENTS

Throughout this paper it has been assumed that the coefficients in the canonical transformation in Eq.

[^17](2.4) were real. However, this assumption can be made without loss of generality as is shown here.

The coefficients in Eq. (2.4) are now assumed to be arbitrary complex numbers

$$
\begin{align*}
& u_{1}=\left|u_{1}\right| e^{i \chi_{1}}  \tag{A1}\\
& v_{1}=\epsilon_{1}\left|v_{1}\right| e^{i \varphi_{1}} \tag{A2}
\end{align*}
$$

where

$$
\begin{equation*}
\epsilon_{1}=-\epsilon_{-1}=1 \tag{A3}
\end{equation*}
$$

The condition that the QP be fermions modifies only Eq. (2.5a) by replacing the coefficients with their absolute values

$$
\begin{equation*}
\left|u_{1}\right|^{2}+\left|v_{1}\right|^{2}=1 \tag{A4}
\end{equation*}
$$

The two-particle amplitude is in general complex and can be written as

$$
\begin{equation*}
A_{1}=\langle 0| a_{-1} a_{1}|0\rangle=\epsilon_{1}\left|A_{1}\right| e^{i \theta_{1}} \tag{A5}
\end{equation*}
$$

If the number of QP in Eq. (3.1) is minimized with respect to the coefficients in the transformation, the condition for the best QP is obtained. This means that Eq. (3.1) with the constraint in Eq. (A4) must be minimized with respect to $\left|u_{1}\right|,\left|v_{1}\right|, \chi_{1}$, and $\varphi_{1}$. The minimization with respect to $\chi_{1}$ and $\varphi_{1}$ gives the condition

$$
\begin{equation*}
\chi_{1}-\varphi_{1}+\theta_{1}=2 \pi m \tag{A6}
\end{equation*}
$$

where $m=0, \pm 1, \pm 2, \cdots$. This condition can also be shown to give a minimum by calculating the second derivatives.

The minimization with respect to the absolute value of the coefficients $\left|u_{1}\right|$ and $\epsilon_{1}\left|v_{1}\right|$ gives the condition

$$
\begin{equation*}
s_{1}=\left(\left|u_{1}\right|^{2}-\left|v_{1}\right|^{2}\right) \epsilon_{1}\left|A_{1}\right|-\epsilon_{1} 2\left|u_{1} v_{1}\right| B_{1}=0 \tag{A7}
\end{equation*}
$$

However, if the two QP amplitude is calculated and use is made of Eq. (A6) the result is

$$
\begin{equation*}
\langle 0| \alpha_{1}^{\dagger} \alpha_{-1}^{\dagger}|0\rangle=s_{1} e^{-i\left(\varphi_{1}+\chi_{1}\right)} \tag{A8}
\end{equation*}
$$

Therefore the condition in Eq. (A7) can be expressed as

$$
\begin{equation*}
\langle 0| \alpha_{1}^{\dagger} \alpha_{-1}^{\dagger}|0\rangle=0 \tag{A9}
\end{equation*}
$$

Thus the phases $\varphi_{1}$ and $\chi_{1}$ cannot be determined by the minimum principle.

A transformation on the single-particle orbitals,

$$
\begin{equation*}
a_{1}=a_{1}^{\prime} e^{i \theta_{1} / 2} \tag{A10}
\end{equation*}
$$

can be made in Eq. (A5) and in the Hamiltonian, so that real two-particle amplitudes $A_{1}$ can be used throughout. The condition in Eq. (A6) is satisfied if both $\chi_{1}$ and $\varphi_{1}$ are zero. Therefore real coefficients can be used in the canonical transformation without loss of generality.
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#### Abstract

This paper deals with the theory of deformation of Lie algebras. A connection is established with the usual contraction theory, which leads to some "more singular" contractions. As a consequence it is shown that the only groups which can be contracted in the Poincaré group are $S O(4,1)$ and $S O(3,2)$.


## INTRODUCTION

THIS paper is divided into two parts. The first part deals with the deformation of Lie algebras as it has been described in Gerstenhaber's paper. We follow this paper very closely, just establishing in a more precise way the geometrical interpretation of the cohomology groups $B^{2}(A, A)$ and $Z^{2}(A, A)$ which naturally appear in the study of the deformations of an algebra $A$. We thus recover simply a sufficient condition of "rigidity" for an algebra $A$, which is $H^{2}(A, A)=0$. We illustrate these results by an application to the three-dimensional real Lie algebras, for which we determine all the possible deformations.

In a second part, we show the connection between the theory of deformation and the usual concept of contractions, defined in a general way by Segal and then by Inonü, Wigner, and Saletan. We are thus led to a slightly different notation of contraction. It is then possible to partially answer the question: "What are all the algebras which can be contracted into a given algebra $A$ ?', because these algebras have to be searched for among the deformations of $A$.

From the viewpoint of physical applications, we show that the only Lie algebras which can give the Poincaré algebra by contraction are the semisimple Lie algebras of the de Sitter groups $S O(4,1)$ and $S O(3,2)$.

## I. DEFORMATION OF LIE ALGEBRAS

## A. Some Remarks About the Deformation Theory

## 1. Definitions

We recall here briefly the main definitions and results given in a paper by Gerstenhaber. ${ }^{1}$ Let $A$ be a finite-dimensional Lie algebra over a field $k$, which we restrict to be $R$ or $C$, and let $V$ be the underlying vector space of $A$. The product law in $A$ is a mapping $V \wedge V \rightarrow V$ denoted by []. Let $V_{K}=V_{k} \otimes k((t))$ be the vector space obtained by extending the field $k$ to the field $K=k((t))$, where $K$ is the quotient field of

[^18]the power series ring $k[[t]]$. A deformation ${ }^{2}$ of $A$ is a Lie algebra $A_{t}$ over the underlying vector space $V_{K}$, which is given by a mapping $f_{t}: V_{K} \wedge V_{K} \rightarrow V_{K}$ expressible in the following form:
$f_{t}(a, b)=[a, b]+t F_{1}(a, b)+t^{2} F_{2}(a, b)+\cdots$.
The $F_{i}$ are bilinear functions of $V \wedge V$ into $V$ and are defined over $k$.

We also impose on the series (1.1) in $t$ that it be convergent in the neighborhood of the origin. Conversely, a given set of functions $F_{i}(a, b)$ does not necessarily correspond to a deformation of $A$, because the mapping $f_{t}$ thus defined does not necessarily obey the Jacobi conditions.

By writing that

$$
\begin{equation*}
f_{t}\left(f_{t}(a, b), c\right)+f_{t}\left(f_{t}(b, c), a\right)+f_{t}\left(f_{t}(c, a), b\right)=0 \tag{1.2}
\end{equation*}
$$

one obtains the "integrability conditions" connecting the $F_{i}$ :

$$
\begin{equation*}
\sum_{\mathscr{S}(a, b, c)} \sum_{\substack{\mu+v=n \\ n=0,1,2}} F_{\mu}\left(F_{v}(a, b), c\right)+F_{v}\left(F_{\mu}(a, b), c\right)=0, \tag{1.3}
\end{equation*}
$$

where we use the following notations: $F_{0}(a, b)=[a, b]$, i.e., the original Lie law on $A$, and $\mathcal{T}(a, b, c)$ is the circular permutation of $a, b, c$. For $n=0$, the condition (1.3) is trivially satisfied: It is the Jacobi condition for $A$. For $n=1$, one gets

$$
\begin{equation*}
\sum_{\mathcal{S}(a, b, c)} F_{1}([a, b], c)+\left[F_{1}(a, b), c\right]=0=\delta F_{2}(a, b, c) . \tag{1.4}
\end{equation*}
$$

This relation expresses that $F_{1}$ is a 2 -cocycle for the Lie algebra $A$ :

$$
F_{1} \in Z^{2}(A, A)
$$

( $A$ being an $A$ module for the adjoint representation). Conversely, an element of $Z^{2}(A, A)$ will give rise to a deformation only if it is integrable, that is, if it can be the first element $F_{1}$ of a sequence $\left\{F_{i}\right\}$ which satisfies the set of conditions (1.3). For $n=2$, the

[^19]conditions (1.3) give
\[

$$
\begin{equation*}
\sum_{\mathscr{S}(a, b, c)} F_{1}\left(F_{1}(a, b), c\right)=-\delta F_{2}(a, b, c) \tag{1.5}
\end{equation*}
$$

\]

When $F_{1} \in Z^{2}(A, A)$, the first member of (1.5) is an element of $Z^{3}(A, A)$. By the preceding condition, this element has to belong also to $B^{3}(A, A)$, which means that its 3 -cohomology class must be the null class. So the integrability conditions involve $H^{3}(A, A)$. In fact, as is shown in Gerstenhaber's paper, if $H^{3}(A, A)$ is zero, each $F_{1} \in Z^{2}(A, A)$ is integrable.

For the following, we adopt the viewpoint of Gerstenhaber (Chap. II) by taking as a parameter space for the deformation theory the algebraic manifold $\mathcal{C}$ formed by the set of the structure constants of the $n$-dimensional Lie algebra over $K$. In fact, by using the canonical isomorphism $\mathfrak{C}(A, B) \simeq$ $A^{*} \otimes B$, we identify the structure constants to the corresponding elements of $(A \wedge A)^{*} \otimes A$.

A point of $\mathcal{C}$ represents an algebra with a fixed basis. Now the previous deformation, with the condition of convergence, corresponds exactly to an analytic curve on $\mathcal{C}$, starting for $t=0$ from the representative point of the Lie algebra $A$. It is clear that the infinitesimal deformation given by the element $F_{1}(a, b)$ corresponds to a tangent vector at this curve. Let us call $Z^{\text {2int }}(A, A)$ the manifold formed by the integrable elements of $Z^{2}(A, A)$. On the manifold $\mathcal{C}$, each element of $Z^{2 \text { int }}(A, A)$ is a tangent vector to $\mathcal{C}$ at the point $p$ representative of the algebra $A$. Let $T_{p}$ be the linear tangent manifold attached to $\mathcal{C}$ at the point $p$. When $p$ is a simple point ${ }^{3}$ of C (i.e., a nonsingular point), $Z^{\text {2int }}(A, A)$ which corresponds to the tangent cone at $p$ and the tangent space $T_{p}$ are identical. Then, as raised by Gerstenhaber (p. 86), we are faced with the problem of comparing the vector space $Z^{2}(A, A)$ with the linear tangent manifold $T_{p}$.

## 2. Geometrical Discussion

(a) The tangent manifold $T_{p}$. A point of C is defined by $\frac{1}{2} n^{2}(n-1)$ parameters $\xi_{1}, \cdots, \xi_{\left[\frac{1}{2} n^{2}(n-1)\right]}$ which are the structure constants $C_{i j}^{k}$. The manifold $\mathcal{C}$ is defined by the Jacobi equation,

$$
\begin{equation*}
f_{l}\left(\xi_{1}, \cdots, \xi_{\left[\frac{1}{2} n^{2}(n-1)\right]}\right)=0, \quad 1 \leq l \leq n \tag{1.6}
\end{equation*}
$$

where the $f_{l}$ are homogeneous polynomials of degree two:

$$
f_{l}\left(C_{i j}^{k}\right) \equiv \sum_{\mathscr{T}(i, i, k ;) ; m} C_{i j}^{m} C_{m k}^{l}
$$

[^20]Algebraically, the linear tangent manifold to $\mathcal{C}$ at the point $p$ is defined by the equation

$$
\sum_{i=1}^{\frac{1}{2} n^{2}(n-1)} \xi_{i} \frac{\partial f_{l}}{\partial \xi_{i}}(p)=0
$$

which leads to

$$
\begin{equation*}
\sum_{m ; \mathcal{S}(i, j, k)} C_{i j}^{m} \mathbf{C}_{m k}^{l}+\mathbf{C}_{i j}^{m} C_{m k}^{l}=0 \tag{1.7}
\end{equation*}
$$

where $\mathbf{C}_{i j}^{k j}$ are the coordinates of $p$. But (1.7) is nothing other than Eq. (1.4) expressed in terms of the coordinates. The elements $C_{i j}^{k}$ solution of (1.7) are then the components of the 2 -cocycles $Z^{2}(A, A)$, where $A$ is the Lie algebra defined by the structure constants $C_{i j}^{k}$.

But it must be noticed that this linear tangent manifold is not necessarily identical to the geometrical tangent manifold. It is larger in general. A sufficient condition for this being true is that the ideal generated by the polynomials be equal to its radical. This is a conjecture of Gerstenhaber for the Jacobi ideal, ${ }^{1}$ and has not yet been proved. This equality of the ideal with its radical has been shown in simpler but similar cases such as that of idempotent matrices. ${ }^{4}$
(b) The orbits of $G L(V)$. The group $G L(V)$ of regular linear mapping from $V$ onto $V$ acts on C . We choose the following way: The algebra $A: a \wedge b \rightarrow$ [ $a, b]$ is transformed in $A^{\prime}: a \wedge b \rightarrow \varphi(a, b)$ such that (for example, one can take the inverse definition)

$$
\begin{equation*}
\varphi(a, b)=g\left[g^{-1} a, g^{-1} b\right] . \tag{1.8}
\end{equation*}
$$

The transformed structure constants are

$$
C_{m n}^{\prime l}=\left(g^{-1}\right)_{m}^{i}\left(g^{-1}\right)_{n}^{j} C_{i j}^{k}(g)_{k}^{l},
$$

where the $C_{i j}^{k}$ are the structure constants of $A$.
$A^{\prime}$ and $A$ differ only by a change of basis and are isomorphic.

Thus the orbits of $G L(V)$ on C are the class of isomorphic algebras. When $g$ has the form

$$
g=1+t g_{1}+t^{2} g_{2}+\cdots \left\lvert\, \begin{aligned}
& g \in G L(V) \\
& g_{i} \in E n d V
\end{aligned}\right.
$$

(1.8) gives a deformation of $A$ which stays in the orbit of $A$ and so can be said "trivial". ${ }^{1}$ Let us examine the infinitesimal part. To the first order one obtains

$$
\begin{align*}
\varphi(a, b) & =[a, b]+t(\varphi[a, b]-[\varphi a, b]-[a, \varphi b]+\cdots) \\
& =[a, b]-t \delta \varphi(a, b), \tag{1.9}
\end{align*}
$$

[^21]which means that each tangent vector to a curve in the orbit corresponds to an element of $B^{2}(A, A)$. Conversely, a coboundary $\in B^{2}(A, A)$ is always integrable, and gives rise to a deformation of $A$ starting in a tangent direction at the orbit of $A$. Therefore, the dimension of the orbit of $A$ is equal to the dimension of $B^{2}(A, A)$. This result can be found in another way by noticing that the stabilizer of the point $P$ is Aut $A$ and that the orbit can be identified with $G L(V) /$ Aut $A$. Now the infinitesimal automorphisms (derivations of $A$ ) are just the elements of $Z^{1}(A, A)$ and are always integrable. Then $\operatorname{dim} Z^{1}(A, A)=\operatorname{dim}(\operatorname{Aut} A)$ and $\operatorname{dim}($ orbit $)=\operatorname{dim} G L(V)-\operatorname{dim}($ Aut $A)=n^{2}-$ $\operatorname{dim} Z^{1}(A, A)=\operatorname{dim} B^{2}(A, A)$.

Application. In general for a Lie algebra of dimension $n$, one has

$$
\begin{aligned}
\operatorname{dim} B^{2}(A, A)=n^{2}-n+\operatorname{dim} & (\text { center of } A) \\
& -\operatorname{dim} H^{1}(A, A),
\end{aligned}
$$

which gives in the case of a semisimple Lie algebra,

$$
\operatorname{dim} B^{2}(A, A)=n^{2}-n
$$

But this is also the dimension of $Z^{2}(A, A)$, hence the dimension of the irreducible component $\mathcal{C}_{i}$ of $\mathcal{C}$ to which belongs the representative point of the semisimple algebra.

It is now known that the manifold $\mathcal{C}$ can have another irreducible component of higher dimension. ${ }^{5}$
(c) A Rigidity Theorem. ${ }^{1,6}$ Definition: an algebra is rigid if it cannot be deformed into an inequivalent algebra.

As already remarked by Gerstenhaber, a sufficient condition of rigidity for $A$ is that $H^{2}(A, A)=0$. Geometrically this means that the tangent plane to the orbit at the point $A$, and the geometrical tangent plane to the manifold at the same point coincide.

In particular, a semisimple algebra is rigid. (We use this fact in the following.) But there can exist rigid algebras of an other type; for example, in dimension 2, the only non-Abelian Lie algebra is rigid.

Remark: It is clear that a necessary condition of rigidity for algebra $A$ is

$$
\begin{equation*}
Z^{2 \mathrm{int}}(A, A)=B^{2}(A, A) \tag{1.10}
\end{equation*}
$$

so that the tangent cone $Z^{\text {2int }}(A, A)$ is a linear space in that case. Now, if one can prove the conjecture of

[^22]Gerstenhaber [see the paragraph following Eq. (1.7)], then, at a simple point, $Z^{2}=Z^{2 i n t}$ and (1.10) would give $H^{2}(A, A)=0$ as a necessary condition of rigidity for $A$.

## 3. Classification of the Deformations

We do not know how to solve this problem under its more general form, but only for the infinitesimal deformations. First, in order to have a classification, we have to define an equivalence relation between the deformations.

We say that two deformations of the same algebra $A$ (with a given basis) are equivalent, if the deformed algebras are for each value of $t$ in the same orbit (i.e., they correspond to isomorphic algebras).

It must be observed that this definition does not imply that the deformations are in a well-determined orbit.

In a more explicit way, it means that, for each value of $t$, there exists an element of the group $G L(V), \Phi_{t}$, such that

$$
\begin{equation*}
g_{t}(a, b)=\Phi_{t}^{-1} f_{t}\left(\Phi_{t} a, \Phi_{t} b\right) \tag{1.11}
\end{equation*}
$$

where $g_{t}$ and $f_{t}$ are two deformations of the same algebra $A$. Now, considering only the case where $\Phi_{t}$ admits a development of the following form,

$$
\Phi_{t}=\Phi_{0}+t \Phi_{1}+t^{2} \Phi_{2}+\cdots
$$

we see from (1.11) that $\Phi_{0}$ must be an element of the stabilizer $\Gamma(A)$ of $A(=$ an automorphism of $A$ ). (For $\Phi_{0}=1$, it is the equivalence definition given by Gerstenhaber.)

Through the relation (1.11), there are conditions at each order, i.e., on all the components $F_{i}$ and $G_{i}$ of $f_{t}$ and $g_{t}$. At the first order, one gets, by noting

$$
F_{0}(a, b)=G_{0}(a, b)=[a, b],
$$

$\Phi_{0}{ }^{\circ} G_{1}(a, b)-F_{1}\left(\Phi_{0} a, \Phi_{0} b\right)$

$$
\begin{array}{r}
=\left[\Phi_{0} a, \Phi_{1} b\right]+\left[\Phi_{1} a, \Phi_{0} b\right]-\Phi_{1}[a, b]  \tag{1.12}\\
=\left(\Phi_{0} \circ G_{1}-F_{1} \circ \Phi_{0}\right)(a, b) .
\end{array}
$$

Let $\Phi^{\Phi_{0}}$ be the $A$ module given by

$$
\left\{\begin{array}{l}
a \in A \\
m \in \Phi^{\Phi_{0}} A \longrightarrow a \cdot m=\left[\Phi_{0} a, m\right]
\end{array}\right.
$$

[this is a structure of $A$ module because $\Phi_{0} \in \Gamma(A)$ ]. The relation (1.12) can also be written

$$
\begin{equation*}
\Phi_{0} \circ G_{1}-F_{1} \circ \Phi_{0} \in B^{2}\left(A,{ }^{\Phi_{0}} A\right) . \tag{1.12'}
\end{equation*}
$$

In particular, for $\Phi_{0}=1, G_{1}$ and $F_{1}$ differ only by a coboundary $\in B^{2}(A, A)$.

Therefore, at the first order, the classification problem can be solved conveniently by the two
following steps. (1) The equivalence relation (1.11) when using transformations $\Phi_{t}=1+t \Phi_{1}+t^{2} \Phi_{2}+\cdots$ implies that the infinitesimal deformations $F_{1}$ and $G_{1}$ belong to the same cohomology class. Let us call $H^{2 i n t}(A, A)$ the manifold obtained by considering $Z^{\text {2int }}(A, A)$ modulo the coboundaries. (2) Then we have to determine in $H^{2 \text { int }}(A, A)$ the equivalent classes due to the action of the stabilizer $\Gamma(A)$ of $A$, i.e., to determine the orbits in $H^{2 \text { int }}(A, A)$ of $\Gamma(A)$ in the sense of Sec. 2B. To each of these orbits corresponds a class of deformations equivalent to the first order.

Note: One should stress that this equivalence to the first order is very poor since two nonequivalent deformations $\left(F_{i}\right)$, ( $F_{i}^{\prime}$ ) may nevertheless implement the same element $F_{i}^{\prime}=F_{1} \in Z^{2}(A, A)$ and therefore be equivalent to the first order.

## B. An Example. The Three-Dimensional Real Lie Algebras

Although the classification of the three-dimensional Lie algebras is already known (for example, see Jacobson ${ }^{7}$ for the complex case, or the thesis of Sharp ${ }^{8}$ for the real case), we present here a description of the orbits which happens to be very convenient for the study of the deformations.

## 1. The Orbits ${ }^{9}$

The following description is due to $L$. Michel. The action of the group $G L(V)=G L(3, R)$ on the manifold $\mathcal{C}$ was described in Sec. I2. The structure constants are transformed by

$$
\begin{equation*}
C_{m n}^{\prime l}=\left(g^{-1}\right)_{m}^{i}\left(g^{-1}\right)_{n}^{j} C_{i j}^{k} g_{k}^{l} \tag{1.13}
\end{equation*}
$$

Now, in the case of dimension 3, it is possible to associate a matrix to the system of the structure constants by writing

$$
C_{i j}^{l}=\rho^{i k \epsilon_{i j k}}, \quad 1 \leq i, j, k \leq 3
$$

$\epsilon_{i j k}$ is the usual completely antisymmetric tensor.
From (1.13) we obtain

$$
\begin{equation*}
\rho^{\prime k k}=\frac{1}{2} \epsilon^{i j k} C_{i j}^{\prime l}=\frac{1}{2} \epsilon^{i j k}\left(g^{-1}\right)_{i}^{m}\left(g^{-1}\right)_{j}^{n} \rho^{n} i^{l^{\prime}} \epsilon_{m n k^{\prime}}(g)_{l^{\prime}}^{l} . \tag{1.14}
\end{equation*}
$$

It is easy to transform (1.14) by using the definition of $\operatorname{det} G$, where $G$ is the matrix $(g)_{j}^{i}$ :

$$
\operatorname{det} G^{-1} \epsilon^{m n l}=\epsilon^{i \not j k}\left(g^{-1}\right)_{i}^{m}\left(g^{-1}\right)_{j}^{n}\left(g^{-1}\right)_{k}^{l} ;
$$

[^23]then one gets
$$
\rho^{\prime l k}=\operatorname{det} G^{-1} \frac{1}{2} \epsilon^{m n p} \epsilon_{m n k^{\prime}} g_{p}^{k} \rho^{l^{\prime} k^{\prime}} g_{l^{\prime}}^{l}
$$
or
\[

$$
\begin{equation*}
\rho^{\prime l k}=\operatorname{det} G^{-1} g_{l^{\prime}}^{l} \cdot \rho^{l^{\prime} k^{\prime}} g_{k^{\prime}}^{k} \tag{1.14a}
\end{equation*}
$$

\]

Then, denoting by $R$ the matrix $\rho^{i j}$, one finally obtains

$$
\begin{equation*}
R^{\prime}=(\operatorname{det} G)^{-1} G R G^{t} \tag{1.15}
\end{equation*}
$$

Now the Jacobi condition can be described in terms of the matrix $R$. First we decompose $R$ in a sum of a symmetric and an antisymmetric part: $R=S+A$, i.e., $\rho^{i j}=\sigma^{i j}+\epsilon^{i k} \hat{\alpha}_{k}$, where $\sigma^{i j}$ is the (ij) element of $S$, and $\epsilon^{i j k} \hat{\alpha}_{k}$ is the ( $i j$ ) element of $A$. Then the Jacobi condition
can be written

$$
\sum_{\mathcal{S}(i j k) ; 1} C_{i j}^{l} C_{l k}^{a}=0
$$

$$
\rho^{a n} \rho^{l m} \epsilon_{n l m}=0,
$$

and by using the previous decomposition,

$$
\begin{equation*}
\rho^{a b} \hat{\alpha}_{b}=0, \quad \text { or equivalently, } \quad \sigma^{a b} \hat{\alpha}_{b}=0 . \tag{1.16}
\end{equation*}
$$

Now the rank of the matrix $R$ is preserved by (1.15), and this rank is equal to the dimension of the derived algebra $G^{\prime}$. We are thus led to a classification of the orbits following the dimension of $G^{\prime} .^{7}$
(a) $\operatorname{dim} G^{\prime}=3$. Det $R \neq 0$, the condition (1.16) can only be satisfied with $\hat{\alpha}=0$, which means that $R$ is symmetric.

It is shown in Jacobson that condition (1.15) is equivalent to

$$
R^{\prime}=\rho G R G^{t}
$$

in which $\rho$ is an arbitrary real number.
Then, by using the decomposition $G=S O$ with $O$ orthogonal and $S$ symmetric, we see that it is always possible to diagonalize $R$ by means of $O$, and by ( $1.15^{\prime}$ ) to fix an eigenvalue to 1 . Now, one easily sees that the action of $S$ cannot change the sign of the other eigenvalues. We thus obtain two orbits, called $A_{9}$ and $A_{8}$, which can be respectively characterized by the elements
$A_{g}: R=\left(\begin{array}{lll}1 & & \\ & 1 & \\ & & 1\end{array}\right)$ and $A_{8}: R=\left(\begin{array}{ccc}1 & & \\ & -1 & \\ & & 1\end{array}\right)$.
$A_{9}$ and $A_{8}$ are the three-dimensional semisimple algebras. $A_{9}$ is the algebra of the three-dimensional rotation group and $A_{8}$ is its noncompact form. It is obvious that the dimension of these orbits is 6 ( $=\mathrm{dim}$ of the symmetric $3 \times 3$ matrices space).
(b) $\operatorname{dim} G^{\prime}=2$. Any matrix of rank 2 can be written by means of a suitable orthogonal transformation

$$
R=\left(\begin{array}{ccc}
\sigma_{1} & & \\
& \sigma_{2} & \\
& & 0
\end{array}\right)+\left(\begin{array}{ccc}
0 & \alpha_{3} & -\alpha_{2} \\
-\alpha_{3} & 0 & \alpha_{1} \\
\alpha_{2} & -\alpha_{1} & 0
\end{array}\right)
$$

When $\sigma_{1}$ and $\sigma_{2} \neq 0$, condition (1.16) implies $\alpha_{1}=$ $\alpha_{2}=0$. Under the action of a symmetric matrix, which can be taken diagonal

$$
S=\left(\begin{array}{lll}
\lambda_{1} & & \\
& \lambda_{2} & \\
& & \lambda_{3}
\end{array}\right)
$$

the matrix $R$ is transformed into

$$
R^{\prime}=\left(\begin{array}{ccc}
\sigma_{1} \lambda_{1}^{2} & \alpha_{3} \lambda_{1} \lambda_{2} & 0 \\
-\alpha_{3} \lambda_{1} \lambda_{2} & \sigma_{2} \lambda_{2}^{2} & 0 \\
0 & 0 & 0
\end{array}\right),
$$

and we see that the quantity $\sigma_{1} \sigma_{2} / \alpha_{3}^{2}$ is an invariant $\lambda$, which can be used to classify the orbits.

Finally, one obtains the following orbits, which we describe by giving a representative element:

$$
\begin{aligned}
& A_{7}: R=\left(\begin{array}{lll}
1 & & \\
& 1 & \\
& & 0
\end{array}\right), \\
& A_{6}: R=\left(\begin{array}{lll}
1 & & \\
& -1 & \\
& & 0
\end{array}\right) \text {, } \\
& \underset{\substack{A_{5}(\lambda) \\
\lambda \neq-1}}{ }: R=\left(\begin{array}{rrr}
1 & 1 & 0 \\
-1 & \lambda & 0 \\
0 & 0 & 0
\end{array}\right) .
\end{aligned}
$$

For the case $\sigma_{1}=\sigma_{2}=0$,

$$
A_{4}: R=\left(\begin{array}{rrr}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

The dimensions of these orbits can be computed in a straightforward way, by determining the stabilizer of the elements $R$. The results are

$$
\left\{\begin{array}{l}
\operatorname{dim} A_{7}, A_{6}, A_{5}(\lambda)=5, \\
\operatorname{dim} A_{4}=3
\end{array}\right.
$$

(antisymmetric $3 \times 3$ matrices).
(c) $\operatorname{dim} G^{\prime}=1$. There are only two kinds of orbits:

$$
A_{3} \text { corresponding to } R=\left(\begin{array}{rrr}
1 & 1 & 0 \\
-1 & 1 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

[ $A_{3}$ can be integrated in the family $A_{5}(\lambda)$.]

$$
A_{2} \text { corresponding to } R=\left(\begin{array}{lll}
1 & & \\
& 0 & \\
& & 0
\end{array}\right)
$$

the dimensions of which are, respectively, 5 and 3.
(d) $\operatorname{dim} G^{\prime}=0$. There is the orbit of the Abelian algebra $A_{1}$, which is reduced to a point on $\mathcal{C}$ (dimension zero).

## 2. Deformations

From I, we know that the dimensions of $B^{2}(A, A)$ and of $Z^{2}(A, A)$ are, respectively, the dimensions of the orbit of $A$ and of the tangent linear manifold to $\mathcal{C}$ in $A$. A straightforward computation gives the results shown in Table I.
It can be seen directly from the equations of the manifold $\mathbb{C}$ that the singular points belong to $A_{1}$, $A_{2}, A_{6}$, and $A_{7}$. For the simple points the dimension of $\mathcal{C}$ is 6 . For the other points, we have to determine the manifold $Z^{2 i n t}(A, A)$ and see that its maximum dimension is also 6 . We now discuss the deformations corresponding to each case.
(a) Deformation of the Simple Points. We know that $A_{8}$ and $A_{9}$ are rigid, which means that all their deformations are trivial. Then we have only to consider $A_{4}$ and the complete family $A_{5}(\lambda)$ (with $\lambda=-1$ included).

Now, all the nontrivial deformations of an algebra belonging to an $A_{5}(\lambda)$ or to $A_{4}$ are of the following form: they must cross over all the orbits $A_{5}(\lambda)$. For example, let us consider the following first-order

Table I.

| $A$ | $\operatorname{dim} B^{2}(A, A)$ | $\operatorname{dim} Z^{2}(A, A)$ |
| :--- | :---: | :---: |
| $A_{1}$ | 0 | 9 |
| $A_{2}$ | 3 | 8 |
| $A_{3}$ | 5 | 6 |
| $A_{4}$ | 3 | 6 |
| $A_{5}(\lambda)$ | 5 | 6 |
| $A \neq-1$ | 5 | 7 |
| $A_{6}$ | 5 | 7 |
| $A_{7}$ | 6 | 6 |
| $A_{8}$ | 6 | 6 |
| $A_{9}$ |  |  |

deformation of $A_{5}(\lambda)$.

$$
A^{t}\left\{\begin{array}{l}
{\left[e_{1}, e_{2}\right]=0,} \\
{\left[e_{3}, e_{2}\right]=-e_{1}-e_{2},} \\
{\left[e_{3}, e_{1}\right]=-e_{1}+\lambda e_{2}+t e_{2} .}
\end{array}\right.
$$

For each value of $t$, this algebra belongs to a different orbit $A_{5}(\lambda+t)$. (In fact, it is impossible to deform a nonsymmetric matrix into a symmetric one, so there are certainly no deformations of the preceding algebras into $A_{8}$ or $A_{9}$.)

Let us notice also that the dimension of $H^{2 \operatorname{lnt}}(A, A)$ [here $=H^{2}(A, A)$ ] measures the codimension of the orbit of the algebra which is deformed in the manifold formed by the deformed algebras. [The set of $A_{5}(\lambda)$ is a manifold of dimension 6.] However, we do not know if this result can be established generally.
(b) Deformation of the Singular Algebras. We now describe in more detail the case of $A_{6}$ and $A_{7}$, and especially of $A_{2}$. First we associate to the element $F_{1}(a, b)$, which characterizes the infinitesimal deformation (see Sec. A), a matrix $R_{1}$ as in Sec. B1.

We use the following notations:

$$
R_{1}=\left(\begin{array}{lll}
y & q & u \\
s & z & r \\
v & w & x
\end{array}\right)
$$

We note the deformation in term of matrices:

$$
R_{t}=R_{0}+t R_{1}+\cdots,
$$

where $R_{0}$ is the matrix associated to the nondeformed algebra.

Deformations of $A_{6}$ ( $A_{7}$ can be treated in the same way). We choose in $A_{6}$ the algebra corresponding to

$$
R=\left(\begin{array}{lll}
1 & & \\
& -1 & \\
& & 0
\end{array}\right)
$$

$F_{1}$ must be a cocycle: $F_{1} \in Z^{2}\left(A_{6}, A_{6}\right)$. This imposes the conditions

$$
\text { (a) }\left\{\begin{array}{l}
r=w \\
u=v
\end{array}\right.
$$

The coboundaries are defined by

$$
\text { (b) }\left\{\begin{array}{l}
y=0 \\
q=s
\end{array}\right.
$$

and the integrability condition (1.5) is simply $x(q-s)=O(\mathrm{c})$. The manifold defined by (c) is the union of two components:

$$
\begin{aligned}
& c_{1}: q=s, \\
& c_{2}: x=0,
\end{aligned}
$$

which already yields the (maximum) dimension of $Z^{2 \operatorname{lint}}$ as 6. Let us examine first the deformations which are linear in $t: R_{t}=R_{0}+t R_{1}$. Then the preceding integrability condition involves two other equations:

$$
\begin{aligned}
\left(\mathrm{c}^{\prime}\right) & v(q-s) \\
\left(\mathrm{c}^{\prime \prime}\right) & w(q-s)
\end{aligned}
$$

$F_{1} \in C_{1}:\left(c^{\prime}\right)$ and ( $\mathrm{c}^{\prime \prime}$ ) are satisfied. The matrix $R_{t}$ is symmetric with a nonvanishing determinant for $x \neq 0$. Then there exists a deformation only into $A_{8}$. For $A_{7}$ two possibilities exist: into $A_{8}$ for $x<0$, and into $A_{9}$ for $x>0$.
$F_{1} \in C_{2}$ : In general in that case we have $q \neq s$. Therefore from ( $\mathrm{c}^{\prime}$ ) and ( $\mathrm{c}^{\prime \prime}$ ) we must have $v=w=0$.

$$
R_{t}=\left(\begin{array}{ccc}
1+y t & t q & 0 \\
t s & -1+t z & 0 \\
0 & 0 & 0
\end{array}\right)
$$

it is a deformation which crosses over the family $A_{5}(\lambda)$.
For $F_{1} \in C_{1} \cap C_{2}$, the linear transformations are trivial. One stays in the orbit of $A_{6}$. For deformations at higher orders, the conditions ( $c^{\prime}$ ) and ( $c^{\prime \prime}$ ) are no longer valid.
$F_{1} \in C_{1}$ : We always have a deformation into $A_{8}$ or $A_{9}$.
$F_{1} \in C_{2}$ : The deformation starts in a transverse direction to all the $A_{5}|\lambda|$ and then can (1) go by means of the higher-order terms completely inside one orbit $A_{5}(\lambda)$, or (2) stay always transverse to the family.
$F_{1} \in C_{1} \cap C_{2}$ : All the cases are possible. The deformation starts tangent to the orbit, and then takes one of the previous ways.

Deformations of $A_{2}$ : Let us consider the algebra

$$
A_{2}\left\{\begin{array}{l}
{\left[e_{1}, e_{2}\right]=e_{3},} \\
{\left[e_{2}, e_{3}\right]=0,} \\
{\left[e_{3}, e_{1}\right]=0 .}
\end{array}\right.
$$

With the same notations, one easily finds that the spaces of the cocycles and of the coboundaries are determined by
$Z^{2}\left(A_{2}, A_{2}\right): s=q$,
$B^{2}\left(A_{2}, A_{2}\right): s=q=0, \quad y=z=0 ; \quad u=v ; \quad w=r$.
The condition of integrability to the first order (1.4) is
(d) $\left\{\begin{array}{l}s(u-v)+y(w-r)=0, \\ z(u-v)+s(w-r)=0 ;\end{array}\right.$
( $\left.\mathrm{d}^{\prime}\right) \quad-v r+w u=a$,
where $a$ is an arbitrary number (depending on $F_{2}$ ); if $F_{2}=0$, then $a=0$.

The linear deformations. The manifold $Z^{\text {2int }}\left(A_{2}, A_{2}\right)$ is defined by the equations (d) and ( $\mathrm{d}^{\prime}$ ). We distinguish the following submanifolds. [The distinction is based on the equation (d), in order to be able to consider the more general deformations.]
$V_{1}: \Delta=s^{2}-y z \neq 0$, therefore $u=v, \quad w=r$.
$V_{2}: \Delta=s^{2}-y z=0$ and in general $u \neq v$
and $w \neq r$.
One can verify that the manifolds are invariant under the action of the stabilizer $G_{0}$ of $A_{2}$.
$F_{1} \in V_{1}$ : The matrix $R_{t}$ is symmetric, with a nonvanishing determinant in a neighborhood of $t=0$ (because the lowest-order term is $\Delta$ ). Thus there is a deformation into $A_{8}$ for $\Delta>0$ and $A_{9}$ for $\Delta<0$.

Example: deformation into $A_{9}$ :

$$
\left\{\begin{array}{l}
{\left[e_{1}, e_{2}\right]=e_{3},} \\
{\left[e_{2}, e_{3}\right]=t e_{1},} \\
{\left[e_{3}, e_{1}\right]=t e_{2} .}
\end{array}\right.
$$

$F_{1} \in V_{2}:$ We have to consider the equation ( $\mathrm{d}^{\prime}$ ) with $a=0$. Then one can see that the matrix $R_{t}$ has a null determinant. Moreover, it is necessarily a nonsymmetric matrix, because $u \neq v$ and $r \neq w$; so it gives a deformation into the family $A_{5}(\lambda)$, which crosses over all the family. Example:

$$
A_{t}\left\{\begin{array}{l}
{\left[e_{1}, e_{2}\right]=e_{3}+t e_{1}} \\
{\left[e_{2}, e_{3}\right]=-t e_{3}+K t e_{1}} \\
{\left[e_{1}, e_{3}\right]=0}
\end{array}\right.
$$

For each value of $t, A_{t}$ belongs to $A_{5}(K t)$.
$F_{1} \in V_{2} \cap V_{2}:(\Delta=0, u=v ; w=r) . R_{t}$ is symmetric; its determinant is zero, so there is a deformation into $A_{6}$ or $A_{7}$. Example:

$$
\left\{\begin{array}{l}
{\left[e_{1}, e_{2}\right]=e_{3},} \\
{\left[e_{2}, e_{3}\right]=t e_{1}} \\
{\left[e_{1}, e_{3}\right]=0 .}
\end{array}\right.
$$

One alse has $\operatorname{dim} Z^{2 \text { int }}\left(A_{2}, A_{2}\right)=\operatorname{dim} V_{2}=\operatorname{dim} V_{1}=$ $6, \operatorname{dim} V_{3}=5$.

The general deformations. $F_{1} \in V_{1}:$ Due to the rigidity of semisimple Lie algebras, there are always the two kinds of deformations into $A_{8}$ or $A_{9}$, and nothing more.
$F_{1} \in V_{2}$ : Exactly as for $A_{6}$, the deformation can stay always transverse to the family $A_{5}(\lambda)$, or can go more precisely in an orbit $A_{5}(\lambda)$ well determined (and then stay in it). Example:

$$
\left\{\begin{array}{l}
{\left[e_{1}, e_{2}\right]=e_{3}+t e_{1},} \\
{\left[e_{2}, e_{3}\right]=-t e_{3}+K t^{2} e_{1},} \\
{\left[e_{1}, e_{3}\right]=0 .}
\end{array}\right.
$$

$A_{t}$ belongs to the orbit $A_{5}(K)$.
$F_{1} \in V_{1} \cap V_{2}$ : All the cases are possible. For example, to study the second-order deformations, one has to classify the deformations following the values of $F_{2}$ which is also a cocycle in that case [ $F_{2} \in V_{1} \Rightarrow$ deformation into $A_{8}$ or $A_{9}$, etc.].
Finally we see that the study of the first-order (linear) deformations produces a rough classification of the equivalent deformations in well-determined families of orbits. Then the next-order deformations can go only in a more precise direction inside one of these families.

Remark: It is very easy to obtain the corresponding results in the complex case. Then $A_{9}$ and $A_{8}$ are in the same orbit, like $A_{9}$ and $A_{7}$ or $A_{5}(\lambda)$ and $A_{5}(-\lambda)$. The dimension over $C$ of the cohomology groups are respectively the same, and the deformations can be immediately deduced from the previous ones.

## II. CONTRACTION

The concept of contraction for Lie groups and algebras was introduced by Segal and by Inonü and Wigner in 1953. ${ }^{10}$ It was later examined in a paper of Saletan ${ }^{11}$ in which in particular a general condition for contraction is stated precisely. Our aim in this part, is to establish a connection between the process of contraction and deformation as it can be expected from a geometrical point of view. In doing this, we are led to add some slight refinements to Saletan's paper; it is therefore necessary to recall briefly the part of this paper that we need in the following.

## A. The Saletan's Contraction

$g$ is a Lie algebra over the underlaying vector space $V$, with the law: $a \wedge b \rightarrow[a, b]$. Let $\Phi_{t}$ be a linear mapping of $V_{K}=V_{k(t))}$ into itself (see Sec. IA), nonsingular for $t \neq 0$ and singular for $t=0$, of the following form:

$$
\begin{equation*}
\Phi_{t}=u+t v, \tag{2.1}
\end{equation*}
$$

where $u$ and $v$ are linear mappings from $V$ into $V$ defined over $k$ and $u$ is a singular mapping.

The contracted algebra $g_{1}$ is then defined by the limit law:

$$
\begin{equation*}
\lim _{t \rightarrow 0} \Phi_{t}^{-1}\left[\Phi_{t} a, \Phi_{t} b\right]=[a, b]^{(1)} . \tag{2.2}
\end{equation*}
$$

Let us assume also that $v$ is a regular mapping; then there is no loss of generality by taking for example $v=1 .{ }^{12}$

Now $V$ is a finite-dimensional vector space, and the

[^24]method of Saletan consists in using the fitting decomposition of ${ }^{11} V$ under the form $V_{R} \oplus V_{N}$, where $V_{R}$ and $V_{N}$ are $u$-invariant subspaces defined in a canonical way with respect to $u$, such that $u$ is surjective on $V_{R}$ and nilpotent on $V_{N}$.

Then, if it exists, the law of the limit algebra $g_{1}$ is given by ${ }^{13}$

$$
\begin{align*}
{[a, b]^{(1)}=u^{-1}[u a, u b]_{R} } & +[u a, b]_{N} \\
& +[a, u b]_{N}-u[a, b]_{N} . \tag{2.3}
\end{align*}
$$

The indices $N$ and $R$ denote the components with respect to the decomposition $V=V_{R} \oplus V_{N}$. A necessary and sufficient condition for the existence of $g_{1}$ is

$$
\begin{equation*}
u\left([u a, b]_{N}+[a, u b]_{N}-u[a, b]_{N}\right)=[u a, u b]_{N} . \tag{2.4}
\end{equation*}
$$

Let us notice that it is equivalent to write this condition (2.4) under the form

$$
\begin{equation*}
u[a, b]^{(1)}=[u a, u b] . \tag{2.4a}
\end{equation*}
$$

And the condition (2.4a) simply expresses that $u$ is an homomorphism of the algebra $g_{1}$ into the algebra $g$. But conversely, the mere existence of such homomorphism between two algebras $g_{1}$ and $g$ is not a sufficient condition for $g$ to be contracted in $g_{1}$ because in (2.4a) the law of $g_{1}$ depends on $u$.

## B. First Connection with the Deformation Problem

Let us define $f_{t}(a, b)=\Phi_{t}^{-1}\left[\Phi_{t} a, \Phi_{t} b\right]$ with $\Phi_{t}=$ $u+t$. Then we have on $V_{N}$ by considering only the values of $f_{t}$ belonging to $V_{N}$,

$$
f_{t}^{(N)}(a, b)=[a, b]_{N}^{(1)}+t[a, b]_{N}
$$

and on $V_{R}$,

$$
\begin{aligned}
f_{t}^{(R)}(a, b)=[a, b]_{R}^{(1)}+t & {[a, b]_{R}+u^{-2} t\left(1+t u^{-1}\right)^{-1} } \\
& \times[u \delta u(a, b)-[u a, u b]]_{R}
\end{aligned}
$$

where $\left(1+t u^{-1}\right)^{-1}$ is a formal series in $t$.
It is clear that, in a neighborhood of the origin, the preceding development is convergent. Therefore $f_{t}(a, b)$ is a deformation of the contracted algebra $g_{1}$ lying in the orbit of $g$. (For $t \neq 0$, one obtains an algebra isomorphic to g.) Geometrically, by considering the structure constants manifold $\mathcal{C}$ (defined in $A$ ), it means that the algebra $g_{1}$, and in fact all its orbit belongs to the edge of the orbit of $g$ (see Fig. 1).

Remark: Instead of (1), we can consider the more general mapping of $V_{K}$ into itself, defined in a neighborhood of the origin:

$$
\begin{equation*}
\Phi_{t}=u+t v+t^{2} w+t^{3} x+\cdots . \tag{2.5}
\end{equation*}
$$

[^25]

Let us assume that $\psi_{t}=v+t w+t^{2} x+\cdots$ is a regular mapping for each $t$, and $u$ is always a singular mapping. Then it is easy to see that this development does not give any new results. ${ }^{14}$ It leads to a contracted algebra $g_{1}$ and to a deformation exactly as before.

Now, conversely, it would seem natural to require that any Lie algebra that can be deformed in a welldetermined orbit can also be obtained by contraction of an element of this orbit. But with the previous definition of contraction, we obviously have a counterexample.

## C. The Example of the Three-Dimensional Rotation Algebra

We have seen in Sec. IB that the three-dimensional Lie algebra $A_{2}$, defined by

$$
\left\{\begin{array}{l}
{\left[e_{1}, e_{2}\right]=e_{3},} \\
{\left[e_{2}, e_{3}\right]=0,} \\
{\left[e_{3}, e_{1}\right]=0,}
\end{array}\right.
$$

can be deformed in the orbit of $A_{9}$, the rotation algebra. But it is easy to see that there is no homomorphism of $A_{2}$ into $A_{9}$, except the trivial one. The condition (2.4a) can only be satisfied with $u=0$, but, by (2.3), it then leads to an Abelian Lie algebra, so that $A_{9}$ cannot be contracted into $A_{2}$. Besides, Saletan has proved that the only nontrivial contraction of $A_{9}$ defined by (2.3) and (2.4) leads to the Euclidean algebra $A_{7}$.

## D. "More Singular" Contractions

Thus it is necessary to look at the case $u=0$, that is, to take for the mapping $\Phi_{t}$ a more singular mapping at the limit $t=0$ of the form

$$
\Phi_{t}=t v+t^{2} w+t^{3} x+\cdots
$$

which can also be written

$$
\begin{equation*}
\Phi_{t}=t\left(v+t \Psi_{t}\right) \tag{2.6}
\end{equation*}
$$

We suppose ${ }^{15}$ that $v+t \psi_{t}$ is a nonsingular mapping

[^26]when $t$ is different from zero, but $v$ alone is a singular mapping. Now, exactly as in Sec. IA, we do not restrict the generality by taking $\psi_{t}=1$. Let us then study the limit (2.2) by using the same decomposition of the vector space $V$ in $V_{R} \oplus V_{N}$ with respect to the mapping $v$. We obtain for
$$
f_{t}(a, b)=\Phi_{t}^{-1}\left[\Phi_{t} a, \Phi_{t} b\right]
$$
with the same notations,
\[

$$
\begin{align*}
f_{t}(a, b)= & f_{t}(a, b)_{R}+f_{t}(a, b)_{N}, \quad a, b \in V \\
f_{t}(a, b)_{R}= & t v^{-1}\left(t v^{-1}+1\right)^{-1}\left[t^{2}[a, b]_{R}\right.  \tag{2.7}\\
& \left.+t\left([u a, b]_{R}+[a, u b]_{R}\right)+[u a, u b]_{R}\right]
\end{align*}
$$
\]

and, by using the nilpotence of $v$, we have on $V_{N}$

$$
(t+v)^{-1}=\frac{1}{t}\left(1+\frac{v}{t}\right)^{-1}=\frac{1}{t} \sum_{n=0}^{q-1} \frac{(-v)^{n}}{t^{n}} .
$$

$q$ is the smallest number such that $v^{q}=0$, so

$$
\begin{align*}
f_{t}(a, b)_{N}= & t\left(\frac{1}{t}-\frac{v}{t^{2}}+\frac{v^{2}}{t^{3}}+\cdots\right) \\
& \times\left[v^{2}[a, b]_{N}-v\left([v a, b]_{N}+[a, v b]_{N}\right)\right. \\
& \left.+[v a, v b]_{N}\right]+t\left(t[a, b]_{N}+[u a, b]_{N}\right. \\
& \left.+[a, u b]_{N}-u[a, b]_{N}\right) . \tag{2.7a}
\end{align*}
$$

Therefore, if $f_{t}(a, b)$ has a limit for $t=0$, it gives a Lie algebra $g^{(2)}$ corresponding to

$$
\begin{align*}
{[a, b]^{(2)}=v^{2}[a, b]_{N}-v\left([v a, b]_{N}\right.} & \left.+[a, v b]_{N}\right) \\
+ & {[v a, v b]_{N} . } \tag{2.8}
\end{align*}
$$

Only the $V_{N}$ component gives a contribution at the limit; the $V_{R}$ part gives zero.

Equation (2.8) can also be written

$$
\begin{equation*}
[a, b]^{(2)}=[v a, v b]_{N}-v(\delta v(a, b))_{N} \tag{2.9}
\end{equation*}
$$

and a necessary and sufficient condition for the existence of this limit is, from (2.7a),

$$
\begin{equation*}
v[a, b]^{(2)}=0 . \tag{2.10}
\end{equation*}
$$

Let us remark that, introducing

$$
[a, b]^{(1)}=v^{-1}[v a, v b]_{R}+\delta v(a, b)_{N}
$$

expression (2.9) takes the following form:

$$
\begin{equation*}
[a, b]^{(2)}=[v a, v b]-v[a, b]^{(1)} . \tag{2.11}
\end{equation*}
$$

By comparing this with (2.4a), we see that if the initial algebra $g$ can be contracted by $v$ (i.e., by taking $\Phi_{t}=v+t$ ), then the algebra $g^{(2)}$ obtained by contracting with $t \Phi_{t}$ is the Abelian algebra. Conversely, the existence of a non-Abelian Lie algebra $g^{(2)}$ "measures" the lack of verification of (2.4a).

Now, if it is impossible to obtain a contracted algebra by (2.6), the previous process obviously can be
extended by taking for $\Phi_{t}$ more and more singular mappings at $t=0$. For example, with $\Phi_{t}=t^{2}(w+t)$, one obtains an algebra $g^{(3)}$ :

$$
\begin{equation*}
[a, b]^{(3)}=-w[a, b]^{(2)}, \tag{2.12}
\end{equation*}
$$

[we define $[a, b]^{(2)}$ in function of $w$ by means of the expression (2.9)], and the necessary and sufficient condition of existence for $g^{(3)}$ is still

$$
\begin{equation*}
w[a, b]^{(3)}=0 . \tag{2.13}
\end{equation*}
$$

It follows from expression (2.7a) that it is possible to go on in this way: the contraction by $\Phi_{t}=t^{n}(u+t)$ gives an algebra $g^{n+1}(n \geq 1)$ defined by

$$
\begin{align*}
{[a, b]^{(n+1)} } & =-u[a, b]^{(n)} \\
& =(-)^{n-1} u^{n-1}[a, b]^{(2)}, \tag{2.14}
\end{align*}
$$

where $[a, b]^{(2)}$ is defined by (2.9) with respect to $u$. The necessary and sufficient condition of contraction is

$$
\begin{equation*}
u[a, b]^{(n+1)}=0 \tag{2.15}
\end{equation*}
$$

If this condition is satisfied at order $n$, the next algebras (of higher order) are Abelian. Otherwise, we can continue until the algebra $g^{q}$, corresponding to $\Phi_{t}=t^{q-1}(u+t)$, is reached

$$
\begin{aligned}
{[a, b]^{(q)} } & =(-)^{q-1} u^{q-1}[a, b]^{(2)} \\
& =(-)^{q-1} u^{q-1}[u a, u b]_{\mathrm{V}},
\end{aligned}
$$

and there is no condition because $u[a, b]^{(q)}$ is always zero.

Remark: $[a, b]^{(q+1)}=0$, so that it is always possible to contract into the Abelian algebra.

It is convenient to put these results into a diagram:

$[a, b]^{(1)} \xrightarrow{u}[u a, u b] \xrightarrow{u}[a, b]^{(3)} \xrightarrow{u}[a, b]^{(4)} \cdots$, where $\Delta(a, b)=[a, b]^{(2)}=[u a, u b]-u[a, b]^{(1)}$. The condition (2.4a) of existence of $g^{1}$ is just the commutativity of the diagram. If $\Delta \neq 0$ and $u \circ \Delta=0$, one can contract $g$ into $g^{(2)}$, etc. In general, if $u^{i} \circ \Delta=0$ and $u^{i-1} \circ \Delta \neq 0$, algebra $g$ can be contracted into $g^{(i+1)}$ by using the mapping $\Phi_{t}=t^{i}(u+t)$.

## E. Example

Let us return to the rotation case of Sec. IIC. The rotation algebra $A_{9}$ can be contracted into $A_{2}$ by using an application

$$
\Phi_{t}=t(v+t(1-v))
$$

Here we normalize differently ${ }^{11}$ in order to have $\Phi_{1}=1$. We only have to take for $v$, in the basis $e_{1}$,

$e_{2}, e_{3}$ used in Sec. IIC, the following application:

$$
v=\left(\begin{array}{lll}
1 & & \\
& 1 & \\
& & 0
\end{array}\right)
$$

which gives

$$
\Phi_{t}=\left(\begin{array}{lll}
t & & \\
& & \\
& & \\
& & t^{2}
\end{array}\right)
$$

Then one can immediately verify that

$$
\begin{aligned}
& {\left[e_{1}, e_{2}\right]^{(2)}=e_{3},} \\
& {\left[e_{2}, e_{3}\right]^{(2)}=0,} \\
& {\left[e_{3}, e_{1}\right]^{(2)}=0,}
\end{aligned}
$$

and that $v\left[e_{i}, e_{j}\right]^{(1)}=0$.
Here one recognizes a contraction already pointed out by Inonü. ${ }^{16}$

From the geometric viewpoint, it corresponds to the following situation: The orbit of $A_{2}$ belongs to the edge of the "stratum" of the rotations algebra $A_{9}$, but also to the edge of the $A_{7}$ 's stratum. (Let us recall that the dimensions of the orbits are, respectively, 6 for $A_{9}$, 5 for $A_{7}$ and 3 for $A_{2}$.) It means that the situation of $A_{2}$ is more singular on C , for example, as it can be suggested by Fig. 2, where the orbit of $A_{2}$ is represented by a point. As is already known, ${ }^{16}$ it is possible to reach $A_{2}$ from $A_{9}$ by means of two successive $I-W$ contractions (and that is very clear geometrically). However, we do not know if this corresponds to a general situation; the solution of this problem seems to be related to a best knowledge of the structure constants manifold for an arbitrary dimension.

To sum up, through the more singular way of contracting, it is possible to obtain some Lie algebras, the orbits of which have themselves some more singular positions on the structure constants manifold. At the limit, it is always possible to reach the Abelian Lie algebra which belongs to the edge of all the orbits.

## F. Deformation and Contraction

By (2.7) and (2.7a), we see that a deformation of the contracted algebra in a well-determined orbit

[^27]corresponds exactly to a more singular contraction, as in Sec. IIB.. Now we are interested in the converse of this property.
Let us suppose that an algebra $g_{1}$ can be deformed in a well-determined orbit (an element of which being $g$, with the law: $[a, b])$. For each value of $t(t \neq 0)$, the deformation $f_{t}(a, b)$ is isomorphic to $[a, b]$. Then there must exist an element of the group $G L(V) \psi_{t}$ such that, for each $t \neq 0$,
\[

$$
\begin{equation*}
f_{t}(a, b)=\psi_{t}^{-1}\left[\psi_{t} a, \psi_{t} b\right] \tag{2.16}
\end{equation*}
$$

\]

We know by assumption that the previous expression has a limit for $t=0$, which corresponds to the algebra $g_{1}$. Now, to prove the reciprocity completely, the problem is to show that between the $\psi_{t}$ (not uniquely) defined by (2.16), there is at least one which has an analytic expression in the neighborhood of $t=0$ of the form (2.5), (or even with a first term in $t^{n}$,) the first element of this development being in general a nonregular application. Though this result seems extremely likely, we have not been able to prove it. Then it is not sure that the more general way of contracting is obtained by the previous Secs. IIA and IID contractions.

However, we have the partial result: all the algebras which can be contracted in a given one $g_{1}$ in the sense of Secs. IIA or IID have to be searched for among the deformations of $g_{1}$. The advantage is that the research of the deformations can be made in a more systematic way.

## III. APPLICATION TO THE POINCARE'S GROUP

The knowledge of all the group or Lie algebras which can be contracted into the inhomogeneous Lorentz group $\mathfrak{T}$ may present some interest in physics [for example, from the viewpoint of general relativity, ${ }^{17}$ or from the viewpoint of dynamical groups of Barut and Böhm. ${ }^{18}$ ] We already know that, between the semisimple Lie algebras, only the de Sitter's algebras can give $\mathfrak{T}$ by contraction, as it was proved by Sharp. ${ }^{8}$ Now, by studying the deformations of the Poincare Lie algebra, we can prove that they are the only possible algebras which can be contracted in $\mathscr{T}$.

## The Deformations of the Poincare Lie Algebra

Let us consider the first-order deformations. Applying the results of Sec. I3, we have to compute $H^{2}(P, P)$ and $H^{3}(P, P)$. This is done in the Appendix. The result says that $H^{2}(P, P)$ is a one-dimensional space and that $H^{3}(P, P)$ is zero. It proves there are no

[^28]

Fig. 3. Deformations of Poincare's algebra.
obstructions to the deformation (which means that every cocycle is integrable), and moreover there is only one "direction" of deformation (modulo the displacements in the $\mathfrak{T}$ orbit). This unique type of first-order deformations is easily obtained by taking, for example [see Ref. 17, p. 373],
$-(i / \hbar)\left[J_{k \lambda}, J_{\mu v}\right]=\delta_{k v} J_{\lambda \mu}-\delta_{k \mu} J_{\lambda v}+\delta_{\lambda \mu} J_{k \nu}-\delta_{\lambda v} J_{k \mu}$,
$-(i / \hbar)\left[\Pi_{\lambda}, J_{\mu v}\right]=\delta_{\lambda \mu} \Pi_{v}-\delta_{\lambda v} \Pi_{\mu}$,
$-(i / \hbar)\left[\Pi_{\mu}, \Pi_{\lambda}\right]=t J_{\mu \nu}$.
This corresponds to two classes of algebras following the sign of $t$ (we have $t=-1 / R^{2}$, where $R$ is the radius of curvature of the universe ${ }^{17}$ ):

$$
\begin{aligned}
& t>0: \text { it is the algebra of } S 0(3,2) \\
& t<0: \text { it is the algebra of } S 0(4,1)
\end{aligned}
$$

It comes from the rigidity of the semisimple Lie algebras that the higher-order deformations give nothing more.

Now this situation can be geometrically understood on the structure constants manifold corresponding to the 10 -dimensional Lie algebras. Let us recall that the dimension of a semisimple Lie algebra's orbit is $n^{2}-n$, which gives 90 for the de Sitter's orbits. The dimension of the Poincaré orbit is given by

$$
\operatorname{dim} B^{2}(P, P)=n^{2}-n-\operatorname{dim} H^{1}(P, P),
$$

which is 89 because $H^{1}(P, P)$ is a one-dimensional space. ${ }^{19}$ So the situation can be illustrated by Fig. 3.
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[^29]
## APPENDIX. COMPUTATION OF $H^{2}(P, P)$ AND $H^{3}(P, P)$

We use the following formula of Serre and Hochschild ${ }^{20}$

$$
\begin{equation*}
H^{n}(g, M)=\sum_{i+j=n} H^{i}(g / K, F) \otimes H^{j}(K, M)^{g}, \tag{A1}
\end{equation*}
$$

where $M$ is a finite dimensional $g$ module, $K$ is an ideal of $g$ such that $g / K$ is semisimple, and $F$ is the field.

The meaning of the symbol $g$ on the right is defined later.

## A. $H^{2}(P, P)$

By taking for $K$ the translation ideal, $P$, we get directly from (A1):

$$
H^{2}(P, P)=H^{2}(T, \mathbf{P})^{\mathbf{P}}
$$

and the problem is reduced to the computation of $H^{2}(T, P)$.

## 1. Coboundaries $B^{2}(T, P)$

Let $g$ be an element of $B^{2}(T, P)$; i.e., $g$ is a bilinear function $T \wedge T \rightarrow P$ such that there exists a onecochain $\Phi: T \rightarrow P$ verifying
$g\left(x_{i}, x_{j}\right)=\delta \Phi\left(x_{i}, x_{j}\right)=\left[x_{i}, \Phi\left(x_{j}\right)\right]$

$$
\begin{equation*}
-\left[x_{j}, \Phi(x)\right] x_{i} \in T \tag{A2}
\end{equation*}
$$

$\Phi$ can be taken with its values in $L \simeq P / T$

$$
\begin{equation*}
\Phi\left(x_{i}\right)=\sum_{\mu \nu} d_{i}^{\mu \nu} M_{\mu \nu} \tag{A3}
\end{equation*}
$$

where $M_{\mu \nu}$ is the usual basis of $L$.
Now use the decomposition, $g=g_{L}+g_{T}$, where

$$
g_{L}\left(x_{i}, x_{j}\right)=g\left(x_{i}, x_{j}\right) /_{L}
$$

and

$$
g_{T}\left(x_{i}, x_{j}\right)=g\left(x_{i}, x_{j}\right) /_{T}
$$

We see from (A2) that the component $g_{L}$ is zero. So a coboundary is a function $g_{T}: T \wedge T \rightarrow T$,

$$
g_{T}\left(x_{i}, x_{j}\right)=\alpha_{i j}^{k} x_{k}
$$

satisfying (A2), which means, explicitly,

$$
\begin{equation*}
\alpha_{i j}^{k}=2\left(d_{j}^{i k} g_{i i}-d_{i}^{j k} g_{j j}\right) \tag{A4}
\end{equation*}
$$

But, given any $\alpha_{i j}^{k}=-\alpha_{j i}^{k}$, it is always possible to find a function $\Phi$, such that (A2) [or (A4)] is verified. In fact this function is uniquely determined by

$$
d_{k}^{i j}=\frac{1}{4}\left(\alpha_{i j}^{k} g^{j j} g^{i i} g_{k k}+\alpha_{k j}^{i} g^{j j}+\alpha_{i k}^{j} g^{i i}\right)
$$

and we have the result $B^{2}(T, \mathbf{P})=C^{2}(T, T)$, where $C^{2}(T, T)$ is the space of all the bilinear functions: $T \wedge T \rightarrow T$.

## 2. Cocycles $Z^{2}(T, P)$

$$
\begin{align*}
& f \in Z^{2}(T, P) \text { if } \\
& \qquad \delta f\left(x_{1}, x_{2}, x_{3}\right)=\sum_{\mathscr{T}(1,2,3)}\left[x_{1}, f\left(x_{2}, x_{3}\right)\right]=0 . \tag{A5}
\end{align*}
$$

[^30]Using $f=f_{T}+f_{L}$ as before, we see that (A5) is only a condition on $f_{L}$.

$$
\text { 3. } H^{2}(T, P)^{P}
$$

There is a canonical structure of $P$ module on $C^{2}(T, P)$ which defined by

$$
\begin{aligned}
& f \in C^{2}(T, \mathbf{P}) \xrightarrow{W} g \cdot f \in C^{2}(T, \mathbf{P}) ; \quad g \in \mathbf{P} \\
&(g \cdot f)\left(x_{1}, x_{2}\right)=g \cdot f\left(x_{1}, x_{2}\right)-f\left(g \cdot x_{1}, x_{2}\right) \\
&-f\left(x_{1}, g \cdot x_{2}\right)
\end{aligned}
$$

$H^{2}(T, P)^{P}$ is the set of elements of $H^{2}(T, P)$ invariant by $g$, that is such that $g \cdot f$ is in the same cohomology class as $f$. This is always verified if $g \in T$, because in this case

$$
\begin{aligned}
(g \cdot f)\left(x_{1}, x_{2}\right) & =\left[g, f\left(x_{1}, x_{2}\right)\right] \in T \\
g \cdot f \in C^{2}(T, T) & =B^{2}(T, \mathbf{P})
\end{aligned}
$$

A representative element in the class of $f$ is given by an $f_{L}: T \wedge T \rightarrow L$. Now taking $g$ in $L$, one sees that $g \cdot f_{L}$ is also a function $T \wedge T \rightarrow L$. Then the condition of invariance implies $g \cdot f_{L}=0$, and is equivalent to the following proposition:

$$
\begin{equation*}
f_{L} \in B(T \wedge T, L)^{L} \tag{A6}
\end{equation*}
$$

where $B$ is the space of functions $T \wedge T \rightarrow L$, and $T$, $L$ being considered as $L$ module (for the adjoint representation). As $L$ modules,

$$
\left\{\begin{array}{l}
T \approx D^{\frac{1}{2, \frac{1}{2}}} \\
L \approx D^{1,0}+D^{0,1}
\end{array}\right.
$$

So that we get from (A6), using canonical identifications,

$$
\begin{equation*}
f_{L} \in\left(D^{\frac{1}{2, \frac{1}{2}}} \wedge D^{\frac{1}{2, \frac{1}{2}}} \otimes D^{1,0} \otimes D^{0,1}\right)^{L} \tag{A7}
\end{equation*}
$$

The only $L$ invariant part is the trivial one: now $D^{\mathbf{0 , 0}}$ appears twice in the decomposition, which means that $B(T \wedge T, L)^{L}$ is a two-dimensional space. It is easy to find two independent elements. We know the only invariant combinations of $X_{\rho}, Y_{\sigma}, M_{\mu \nu}$ are

$$
\begin{array}{ll}
(\alpha) & M_{\mu \nu} X^{\rho} Y^{\sigma} g_{\rho}^{\mu} g_{\sigma}^{\nu}, \\
(\beta) & M_{\mu \nu} X^{\rho} Y^{\sigma} \epsilon_{\rho \sigma}^{\mu \nu}
\end{array}
$$

but only one of these elements $(\alpha)$ is a cocycle, so we have the final result that $H^{2}(T, P)^{P}=H^{2}(P, P)$ is a one-dimensional space.

$$
\text { B. } H^{3}(P, P)
$$

From $H^{1}(L, K)=H^{2}(L, K)=0$ and also

$$
H^{0}(T, P)^{P}=0
$$

Eq. (A1) yields

$$
H^{3}(P, P)=H^{3}(T, P)^{P}
$$

## 1. Coboundaries $B^{3}(T, P)$

$g=g_{L}+g_{T}[$ see $(\mathrm{A} 1)]$ belongs to $B^{2}(T, P)$ if there exists a function $\Phi: T \wedge T \rightarrow P$ such that

$$
\begin{align*}
g\left(x_{1}, x_{2}, x_{3}\right) & =(\delta \Phi)\left(x_{1}, x_{2}, x_{3}\right) \\
& =\sum_{\mathscr{S}(1,2,3)}\left[x_{1}, \Phi\left(x_{2}, x_{3}\right)\right] \tag{A8}
\end{align*}
$$

the component $g_{L}$ is zero.
Let us define

$$
\left\{\begin{aligned}
\Phi\left(x_{i}, x_{j}\right) & =C_{i j}^{\mu v} M_{\mu v} \\
g_{T}\left(x_{i}, x_{j}, x_{k}\right) & =\alpha_{i, j, k}^{l} x_{l}
\end{aligned}\right.
$$

The condition (A8) is equivalent to

$$
\begin{equation*}
\alpha_{i j k}^{l}=2\left[C_{i j}^{k l} g_{k k}+C_{j k}^{i l} g_{i i}+C_{k i}^{j l} g_{j j}\right] \tag{A9}
\end{equation*}
$$

Now it is always possible to find a set of coefficients $C_{i j}^{k l}$ verifying (A9) (which is not uniquely determined in this case). For example,

$$
\begin{aligned}
& C_{k i}^{j l}=\frac{1}{4}\left[\frac{4}{3} \alpha_{i j k}^{l} g^{j j}+\frac{1}{2} \alpha_{i j l}^{k} g^{l l} g^{j j} g_{k k}\right. \\
&\left.+\frac{1}{2} \alpha_{j k l}^{i} g^{l l} g_{i i} g^{j j}+\alpha_{i k l}^{j} g^{l l}\right]
\end{aligned}
$$

so that $B^{3}(T, P)$ is the set of all the 3 -cochains $C^{3}(T, T)$.
Cocycles $Z^{3}(T, P)$ : The condition $f \in Z^{3}(T, P)$ only concerns the part $f_{L}$ which characterizes the cohomology class.

$$
\text { 2. } H^{3}(T, P)^{P}
$$

Exactly in the same way as for $H^{2}(T, P)^{P}$, there is only one condition of invariance: $(g \cdot f)\left(x_{1}, x_{2}, x_{3}\right)=0$ with

$$
\left\{\begin{array}{l}
g \in L \\
f=f_{L}: T \wedge T \rightarrow L
\end{array}\right.
$$

which means that

$$
f_{L} \in \mathcal{L}\left(\otimes_{i=1}^{A} T_{i}, L\right)^{L}
$$

or equivalently
or

$$
f_{L} \in\left(D^{\frac{1}{2, \frac{1}{2}}} \otimes D^{1,0} \otimes D^{0,1}\right)^{L}=0
$$

because the trivial component $D^{0,0}$ is not contained in the previous product.

This proves that $H^{3}(P, P)=H^{3}(T, P)^{P}=0$.
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#### Abstract

A general method is presented for obtaining successive terms in short wavelength asymptotic expansions of the diffracted field produced by plane acoustic and electromagnetic waves incident on an arbitrary smooth convex surface. By introducing the geodesic coordinate system on arbitrary surfaces of nonconstant curvature, both scalar and vector integral equations governing the surface fields are solved directly. The expressions for leading and second-order terms in the asymptotic expansion of the diffracted fields are obtained explicitly and the differences between acoustic and electromagnetic creeping waves are shown.


## 1. INTRODUCTION

ASHADOW is formed when a wave is incident upon a smooth convex body which is large compared to the incident wavelength. In the neighborhood of the shadow boundary the surface field does not abruptly vanish and a penumbra region exists. Some waves penetrate into the shadow region and account for the nonzero fields there. These phenomena are due to diffraction of the incident wave by the object.

The mathematical problem of analyzing diffraction of waves involves finding the short-wavelength asymptotic form of a solution of the wave equation satisfying an appropriate boundary condition of the diffracting surface and the radiation condition at infinity. Detailed studies of the surface field on a circular cylinder and a sphere, ${ }^{1}$ for which the exact solutions are available, indicate that the incident wave is diffracted near the shadow boundary and the diffracted waves proceed along the geodesic into the shadow region, spilling off energy as they travel. Their phases are determined primarily by the distance traveled from the shadow boundary. The waves diffracted by a smooth convex surface are frequently called creeping waves.

In obtaining a description of the waves diffracted by an arbitrary smooth convex surface of variable curvature, two techniques can be used:
(1) finding the asymptotic form of an exact solution for a canonical body and generalizing the results;
(2) solving the boundary value problem directly by an asymptotic method for a general surface but in restricted regions.

The difficulty with the first method is that very few canonical problems can be solved exactly. Thus, in the well-known geometrical theory of diffraction, ${ }^{2}$ a

[^31]locally cylindrical body is chosen as the canonical body in analyzing diffraction of waves by arbitrary smooth surfaces. While this theory gives the correct leading term in the asymptotic expansion of the diffracted fields, it does not yield higher-order terms.

The purpose of this paper is to discuss an integral equation approach based on the second technique. It can yield not only the leading term but also higherorder terms in the asymptotic expansion of the fields diffracted by an arbitrary shape with a smooth convex surface. The method to be used is the following. The geodesic coordinate system is introduced to describe the geometry of the diffracting surface (Sec. 2). In terms of this coordinate system, the short-wavelength asymptotic form of the integral equation governing the surface fields is derived (Sec. 3.1) for the acoustic case, and its solutions are derived for the penumbra (Sec. 3.2) and shadow (Sec. 3.3) regions. The same procedure is repeated for the electromagnetic case (Sec. 4).

## 2. GEODESIC COORDINATE SYSTEM

From the analysis of the sphere solution, ${ }^{1}$ it is observed that the creeping waves propagate along the geodesic. Thus, we propose to use the geodesic coordinate system to describe the diffracting surface. An important advantage of this coordinate system is that it can be defined on any smooth surface. For the sake of simplicity, it is assumed that the diffracting surface is symmetric with respect to the shadow boundary and that the torsion of the geodesic is zero. (See Fig. 1.)
Let us define the geodesic coordinate system as follows. The curve $u=0$ is taken to represent the shadow boundary with $v$ denoting arc length along it. At each point of $u=0$ the incident wave is tangent in a given direction, and this defines a geodesic through each point of $u=0$; these geodesics are taken as the


Fig. 1. Geodesic coordinate system.
coordinate curves $v=$ const, with $u$ taken as arc length along the geodesic measured positively from the shadow boundary. The geodesic coordinate system is orthogonal and the linear element is given as

$$
\begin{equation*}
d s^{2}=d u^{2}+G d v^{2}, \quad \text { with } \quad G(u=0) \equiv 1 \tag{2.1}
\end{equation*}
$$

Because of the assumption that the geodesics are planar, $G$ is independent of $v$.

The diffracting surface may be described by the Gauss-Weingarten equations ${ }^{3}$ :

$$
\begin{aligned}
& \partial \mathbf{t} / \partial u=-\kappa_{g} \mathbf{n}, \\
& \partial \mathbf{t} / \partial v=\partial \mathbf{b} / \partial u=\kappa_{t \mathbf{t}} \mathbf{b}, \\
& \partial \mathbf{b} / \partial v=-G\left[\kappa_{t t} \mathbf{t}+\kappa_{t n} \mathbf{n}\right] \text { with } \kappa_{t}=\left(\kappa_{t t}^{2}+\kappa_{t n}^{2}\right)^{\frac{1}{2}}, \\
& \partial \mathbf{n} / \partial u=\kappa_{g} \mathbf{t}, \quad \partial \mathbf{n} / \partial v=\kappa_{t n} \mathbf{b},
\end{aligned}
$$

where

$$
\begin{equation*}
\partial \mathbf{r} / \partial u=\mathbf{t}, \quad \partial \mathbf{r} / \partial v=\mathbf{b} \quad \text { with } \mathbf{r} \text { the position vector. } \tag{2.3}
\end{equation*}
$$

Here $\mathbf{n}, \mathbf{t}$, and $\mathbf{b} / G^{\frac{1}{2}}$ are unit normal, tangent, and binormal vectors along the geodesic, respectively. $\kappa_{g}$ is the curvature of the geodesic. $\kappa_{t t}$ and $\kappa_{t n}$ are, respectively, the tangential and the normal components of the curvature of the $u=$ const curves. Thus, the two principal curvatures are $\kappa_{g}$ and $\kappa_{t n}$ and their product is

$$
\begin{equation*}
\kappa_{g} \kappa_{t n}=-\left(1 / G^{\frac{1}{2}}\right)\left(\partial^{2} G^{\frac{1}{2}} / \partial u^{2}\right), \tag{2.4}
\end{equation*}
$$

while $\kappa_{t i}$ is related to the function $G$ by

$$
\begin{equation*}
\kappa_{t t}=(\partial G / \partial u) / 2 G \tag{2.5}
\end{equation*}
$$

In addition to Eq. (2.2), the Codazzi equation must be satisfied:

$$
\begin{align*}
\partial \kappa_{t n} / \partial u & =\kappa_{t t}\left(\kappa_{g}-\kappa_{t n}\right), \\
\partial \kappa_{g} / \partial v & =0 . \tag{2.6}
\end{align*}
$$

[^32]A more detailed analysis of the geodesic coordinate system can be found in most books on differential geometry. ${ }^{\text {. }}$

## 3. DIFFRACTION OF A PlaNe acoustic (SCALAR) WAVE

The first problem to be considered is the diffraction of a plane acoustic (scalar) wave by an acoustically hard surface; i.e., a Neumann boundary condition is imposed.

### 3.1. Integral Equation Governing the Surface Field

We suppose that a plane acoustic wave is incident upon a smooth convex surface and that the normal derivative of the total field on the surface vanishes. Then the integral equation governing the surface field can be derived easily by Green's theorem ${ }^{4}$ :

$$
\begin{align*}
& U(\mathbf{r})=2 U_{\mathrm{inc}}(\mathbf{r}) \\
& \quad-\frac{1}{2 \pi} \iint d a^{\prime} U\left(\mathbf{r}^{\prime}\right) \frac{1-i k R}{R^{3}}\left\{\mathbf{n}\left(\mathbf{r}^{\prime}\right) \cdot \mathbf{R}\right\} e^{i k R}, \tag{3.1}
\end{align*}
$$

where $\mathbf{R}=\mathbf{r}^{\prime}-\mathbf{r}$, and $U_{\mathrm{inc}}$ is the incident field. Without loss of generality, we consider the surface field on a geodesic which is called the curve $v=0$. In terms of the geodesic coordinate system, the incident wave on the geodesic $v=0$ is

$$
\begin{equation*}
U_{\mathrm{inc}}(u, v=0)=e^{i k t(u=0, v=0) \cdot \mathrm{r}(u, v=0)} . \tag{3.2}
\end{equation*}
$$

In the two equations above, the time dependence factor $e^{-i \omega t}$ is omitted. As observed in the study of a circular cylinder and a sphere, ${ }^{1}$ the phase of the diffracted (creeping) wave is determined mainly by the distance traveled from the shadow boundary; thus we set

$$
\begin{equation*}
U(\mathbf{r})=e^{i k u} I(\mathbf{r}) \tag{3.3}
\end{equation*}
$$

and for a large $k(=2 \pi / \lambda$, the wavenumber $), I(\mathbf{r})$ is assumed to be varying slowly in comparison with $e^{i k u}$. Substitution of this expression into Eq. (3.1) gives

$$
\begin{align*}
I(u, 0)= & 2 \exp \{i k t(0,0) \cdot \mathbf{r}(u, 0)-i k u\} \\
& -\frac{1}{2 \pi} \iint G^{\frac{1}{2}}\left(u^{\prime}\right) d u^{\prime} d v^{\prime} I\left(u^{\prime}, v^{\prime}\right) \frac{1-i k R}{R^{3}} \\
& \times\left\{\mathbf{n}\left(u^{\prime}, v^{\prime}\right) \cdot \mathbf{R}\right\} \exp \left\{i k R-i k\left(u-u^{\prime}\right)\right\} . \tag{3.4}
\end{align*}
$$

Since we are interested in the short-warelength behavior of the solution, we replace the second term in Eq. (3.4) by its asymptotic form. For large $k$, the

[^33]integrand has a saddle point where the derivative of the function $R-\left(u-u^{\prime}\right)$ vanishes. The Taylor series expansion of the vector $\mathbf{R}$ near $\mathbf{r}=\mathbf{r}^{\prime}$ is derived easily by means of Eq. (2.2) and is given by
\[

$$
\begin{align*}
\mathbf{R}= & \mathbf{r}^{\prime}\left(u^{\prime}, v^{\prime}\right)-\mathbf{r}(u, 0) \simeq\left(u^{\prime}-u\right) \mathbf{t}(u)+v^{\prime} \mathbf{b}(u) \\
& -\frac{1}{2}\left[\left(u^{\prime}-u\right)^{2} \kappa_{g}(u) \mathbf{n}(u)-2\left(u^{\prime}-u\right) v^{\prime} \kappa_{t t}(u) \mathbf{b}(u)\right. \\
& \left.+v^{\prime 2} G(u)\left\{\kappa_{t t}(u) \mathbf{t}(u)+\kappa_{t n}(u) \mathbf{n}(u)\right\}\right] \\
& -\frac{1}{6}\left[\left(u^{\prime}-u\right)^{3}\left\{\dot{x}_{s}(u) \mathbf{n}(u)+\kappa_{g}^{2}(u) \mathbf{t}(u)\right\}\right. \\
& +3\left(u^{\prime}-u\right)^{2} v^{\prime}{\kappa_{k}}_{g}(u) \kappa_{t n}(u) \mathbf{b}(u) \\
& +3\left(u^{\prime}-u\right) v^{2} G(u) \kappa_{t t}(u)\left\{\kappa_{t t}(u) \mathbf{t}(u)+\kappa_{t n}(u) \mathbf{n}(u)\right\} \\
& \left.+v^{\prime 3} G(u) k_{t}^{2}(u) \mathbf{b}(u)\right]+\cdots . \tag{3.5}
\end{align*}
$$
\]

Above, and in following pages, the curvatures ( $\kappa_{g}$, etc.), $\mathbf{t}, \mathbf{b}$, and $\mathbf{n}$ without the argument for the $v$ coordinate represents their values at $v=0$. The dots denote the derivative with respect to the argument of the function. Using the above expression, the solution of the equation

$$
\begin{align*}
& \left(\partial / \partial v^{\prime}\right)\left[(\mathbf{R} \cdot \mathbf{R})^{\frac{1}{2}}-\left(u-u^{\prime}\right)\right] \\
& \quad=\left(v^{\prime} / R\right) G(u)\left[\left(u-u^{\prime}\right) \kappa_{t t}(u)+\cdots\right]=0 \tag{3.6}
\end{align*}
$$

yields the saddle point at $v^{\prime}=0$ for the $v^{\prime}$ integration. Applying the method of steepest descents ${ }^{5}$ to the $v^{\prime}$ integration in Eq. (3.4), we obtain an asymptotic expression of the integral equation for large $k$.

$$
\begin{align*}
& I(u, 0)=2 \exp \{i k t(0,0) \cdot \mathrm{r}(u, 0)-i k u\}-\frac{e^{(i \pi / 4)}}{(2 \pi)^{\frac{1}{2}}} \int_{-\infty}^{u} d u^{\prime} e^{i k R_{0}-i k\left(u-u^{\prime}\right)} \frac{\left[G\left(u^{\prime}\right)\right]^{\frac{1}{2}}}{\left[k\left(\partial^{2} R / \partial v^{\prime 2}\right)\left(v^{\prime}=0\right)\right]^{\frac{1}{2}}} \\
& \times\left[-i k \frac{\mathbf{n}\left(u^{\prime}, 0\right) \cdot \mathbf{R}_{0}}{R_{0}^{2}} I\left(u^{\prime}, 0\right)-\frac{\left\{\mathbf{n}\left(u^{\prime}, 0\right) \cdot \mathbf{R}_{0}\right\}\left(\partial^{4} R / \partial v^{\prime 4}\right)\left(v^{\prime}=0\right)}{8 R_{0}^{2}\left\{\left(\partial^{2} R / \partial v^{\prime 2}\right)\left(v^{\prime}=0\right)\right\}^{2}} I\left(u^{\prime}, 0\right)\right. \\
& \left.\quad+\frac{\kappa_{t n}\left(u^{\prime}\right)}{2 R_{0}} I\left(u^{\prime}, 0\right)+\frac{\left\{\mathbf{n}\left(u^{\prime}, 0\right) \cdot \mathbf{R}_{0}\right\}}{2 R_{0}^{2}\left\{\left(\partial^{2} R / \partial v^{\prime 2}\right)\left(v^{\prime}=0\right)\right\}} \frac{\partial^{2} I}{\partial v^{\prime 2}}\left(u^{\prime}, 0\right)\right]+O\left(k^{-\frac{3}{2}}\right), \tag{3.7}
\end{align*}
$$

where

$$
\begin{align*}
& \mathbf{R}_{0}=\mathbf{r}^{\prime}\left(u^{\prime}, 0\right)-\mathbf{r}(u, 0),  \tag{3.8}\\
& R_{0} \simeq\left(u-u^{\prime}\right)-\frac{\kappa_{g}^{2}(u)}{24}\left(u-u^{\prime}\right)^{3}+\frac{\kappa_{g}(u) \dot{\kappa}_{g}(u)}{24}\left(u-u^{\prime}\right)^{4} \\
& \quad+\left[\frac{k_{g}^{4}(u)}{1920}-\frac{\dot{\kappa}_{g}^{2}(u)}{90}-\frac{\kappa_{g}(u) \ddot{\kappa}_{g}(u)}{80}\right]\left(u-u^{\prime}\right)^{5},  \tag{3.9}\\
& \frac{\partial^{2} R}{\partial v^{\prime 2}}\left(v^{\prime}=0\right) \\
& =\frac{G\left(u^{\prime}\right)}{R_{0}}\left[1-\mathbf{R}_{0}\left\{\kappa_{t t}\left(u^{\prime}\right) \mathbf{t}\left(u^{\prime}\right)+\kappa_{t n}\left(u^{\prime}\right) \mathbf{n}\left(u^{\prime}\right)\right\}\right], \tag{3.10}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\partial^{4} R}{\partial v^{\prime 4}}\left(v^{\prime}=0\right)=-\frac{3 G\left(u^{\prime}\right)}{R_{0}^{2}}\left[1-\mathbf{R}_{0} \cdot\left\{\kappa_{t t}\left(u^{\prime}\right) \mathbf{t}\left(u^{\prime}\right)\right.\right. \\
& \left.\left.\quad+\kappa_{t n}\left(u^{\prime}\right) \mathbf{n}\left(u^{\prime}\right)\right\}+\frac{R_{0}^{2} \kappa_{t}^{2}\left(u^{\prime}\right)}{3}\right] \frac{\partial^{2} R}{\partial v^{\prime 2}}\left(v^{\prime}=0\right) \tag{3.11}
\end{align*}
$$

In Eq. (3.7), the contribution from the $u^{\prime}$ integration between $u$ and infinity is neglected. The reason is the following. From Eq. (3.5) it can be shown that $R_{0}$ near $u=u^{\prime}$ is

$$
\begin{aligned}
R_{0} & \simeq\left(u-u^{\prime}\right)+\cdots, \text { for } u>u^{\prime} \\
& \simeq\left(u^{\prime}-u\right)+\cdots, \text { for } u<u^{\prime}
\end{aligned}
$$

Thus, $\exp \left[i k\left\{R_{0}-\left(u-u^{\prime}\right)\right\}\right]$ in Eq. (3.7) has a saddle point at $u=u^{\prime}$ only if $u \geqq u^{\prime}$; therefore, by integrating by parts, one can show that the contribution from the region $u<u^{\prime} \leq \infty$ is asymptotically negligible for large $k$.

Now the integral equation governing the surface field is thus reduced to a one-dimensional Volterra equation.

### 3.2. The Surface Field in the Penumbra Region

In this section, the asymptotic integral Eq. (3.7) governing the surface field is solved for the penumbra region. It is assumed that the curvatures are slowly varying and that $\rho_{g} / \rho_{t n}$ is of order one or less. In order to obtain an appropriate form of Eq. (3.7) in the neighborhood of the shadow boundary, we set

$$
\begin{align*}
M_{0} & =\left[k \rho_{g}(0,0)\right]^{\frac{1}{3}} \quad\left(\rho_{g}=1 / \kappa_{g}\right), \\
k u & =M_{0}^{2} \xi ;  \tag{3.12}\\
k u^{\prime} & =M_{0}^{2} \tau,
\end{align*}
$$

and further assume that $\left[k \rho_{g}(u, v)\right]^{\frac{1}{3}} \gg 1$. Near the shadow boundary $(u=0)$, the phase function, $\mathbf{t}(0,0) \cdot \mathbf{r}(u, 0)-u$, of the incident wave term in Eq. (3.7) can be expanded in Taylor series by means of Eq. (2.2):

$$
\begin{align*}
& \mathbf{t}(0,0) \cdot \mathbf{r}(u, 0)-u \\
& \simeq-\frac{u^{3}}{6} \kappa_{g}^{2}(0,0)+\frac{u^{5}}{120} \kappa_{g}^{4}(0,0)\left\{1+4 \rho_{g}(0,0) \ddot{\rho}_{g}(0,0)\right\} \tag{3.13}
\end{align*}
$$

[ $\dot{\rho}_{g}(0,0)=0$ by assumption of symmetry of the diffracting surface with respect to the shadow boundary].

[^34]Substitution of Eq. (3.12) into the above expression yields the asymptotic form of the incident wave:

$$
\begin{align*}
& e^{i k^{\mathrm{t}}(0,0) \cdot \mathrm{r}(u, 0)-i k u} \\
& =e^{-i\left(\xi^{3} / 6\right)}\left[1+i \frac{\left\{1+4 \rho_{g}(0,0) \ddot{\rho}_{g}(0,0)\right\}}{120 M_{0}^{2}} \xi^{5}\right]+O\left(M_{0}^{-3}\right) \tag{3.14}
\end{align*}
$$

Similarly, an appropriate asymptotic form of the second term in the right-hand side of Eq. (3.7) can be derived easily by expanding the integrand near $u=u^{\prime}$ and by substituting the relationships of (3.12) along with

$$
\rho_{g}(u, 0) \simeq \rho_{g}(0,0)+\frac{1}{2} u^{2} \ddot{\rho}_{g}(0,0) \quad \text { near } \quad u=0 .
$$

The high-frequency asymptotic form of the integral equation governing the surface field in the penumbra region is then

$$
\begin{align*}
I(\xi, 0)= & 2 e^{-i\left(\xi^{3} / 6\right)}\left[1+i \frac{\left\{1+4 \rho_{g}(0,0) \ddot{\rho}_{g}(0,0)\right\}}{120 M_{0}^{2}} \xi^{5}\right] \\
& -\frac{1}{(2 \pi)^{\frac{1}{2}}} \int_{-\infty}^{\xi} d \tau I(\tau, 0) e^{-i\left[(\xi-\tau)^{3} / 24\right]} \\
& \times\left[e^{-i(\pi / 4)} \frac{(\xi-\tau)^{\frac{1}{2}}}{2}+\frac{K_{2}(\xi, \tau)}{M_{0}^{2}}\right]+O\left(M_{0}^{-3}\right), \tag{3.15}
\end{align*}
$$

where

$$
\begin{align*}
& K_{2}(\xi, \tau)=e^{-i(\pi / 4)}(\xi-\tau)^{\frac{1}{2}}\left[-\frac{(\xi-\tau)^{2}}{96}+i \frac{(\xi-\tau)^{5}}{20}\right. \\
& \times\left\{\frac{1}{192}+\frac{\rho_{g}(0,0) \ddot{\rho}_{g}(0,0)}{8}\right\} \\
& +\rho_{g}(0,0) \ddot{\rho}_{g}(0,0)\left\{\frac{\xi^{2}}{12}-\frac{\xi \tau}{3}-\frac{(\xi-\tau)^{2}}{8}+i \frac{\xi \tau(\xi-\tau)^{3}}{48}\right\} \\
& \left.+\frac{\rho_{g}(0,0)}{8 \rho_{t n}(0,0)}\left(\xi^{2}-\tau^{2}\right)+i \frac{\left\{\frac{3}{18}+\left[\rho_{g}(0,0) / 2 \rho_{t n}(0,0)\right]\right\}}{(\xi-\tau)}\right] \tag{3.16}
\end{align*}
$$

Since there is no term of order $M_{0}^{-1}$ in the above equation, we take the asymptotic expansion of $I$ as

$$
\begin{equation*}
I(\xi, 0)=I_{0}(\xi, 0)+\left[I_{1}(\xi, 0) / M_{0}^{2}\right]+O\left(M_{0}^{-3}\right) \tag{3.17}
\end{equation*}
$$

Substitution of this expression into Eq. (3.15) simplifies the integral equation and the following equations for $I_{0}$ and $I_{1}$ are obtained:

$$
\begin{align*}
I_{0}(\xi, 0) & =2 e^{-i\left(\xi^{3} / 6\right)} \\
& -\frac{e^{-i(\pi / 4)}}{4}\left(\frac{2}{\pi}\right)^{\frac{1}{2}} \int_{-\infty}^{\xi} d \tau I_{0}(\tau, 0)(\xi-\tau)^{\frac{1}{5}} e^{-i\left[(\xi-r)^{3} / 24\right]} \tag{3.18}
\end{align*}
$$

and

$$
\begin{align*}
I_{1}(\xi, 0) & =i \frac{\left\{1+4 \rho_{g}(0,0) \ddot{\rho}_{g}(0,0)\right\}}{60} \xi^{5} e^{-i\left(\xi^{3} / 6\right)} \\
& -\frac{1}{(2 \pi)^{\frac{1}{2}}} \int_{-\infty}^{\xi} d \tau I_{0}(\tau, 0) \mathrm{K}_{2}(\xi, \tau) e^{-i\left[(\xi-\tau)^{3} / 24\right]} \\
& -\frac{e^{-i(\pi / 4)}}{4}\left(\frac{2}{\pi}\right)^{\frac{1}{2}} \int_{-\infty}^{\xi} d \tau I_{1}(\tau, 0)(\xi-\tau)^{\frac{1}{2}} e^{-i\left[(\xi-\tau)^{3} / 24\right]} . \tag{3.19}
\end{align*}
$$

We observe, from the above two equations, that the kernel functions are the same and that substitution of the solution for the leading term $I_{0}$ yields the solution for the second-order term. Similarly, integral equations governing higher-order terms in the highfrequency expansion of the field can be derived by including further terms in the asymptotic expansion of Eqs. (3.7) and (3.15).

Since Eq. (3.18) is a Volterra type and its kernel is a function of $\xi-\tau$ only, the use of Fourier transform is suggested. We set

$$
\begin{equation*}
\tilde{I}_{0}(t)=\int_{-\infty}^{\infty} I_{0}(\xi, 0) e^{-i \xi t} d t . \tag{3.20}
\end{equation*}
$$

Application of the Fourier transform to both sides of Eq. (3.18) and use of the convolution theorem yields

$$
\begin{align*}
& \tilde{I}_{0}(t)=2 \int_{-\infty}^{\infty} d \xi e^{-i \xi t-i\left(\xi^{3} / 6\right)} \\
& \times\left[1+\left(\frac{2}{\pi}\right)^{\frac{1}{2}} \frac{e^{-i(\pi / 4)}}{4} \int_{0}^{\infty} d \xi \xi^{\frac{1}{2}} \cdot e^{-i \xi t-i\left(\xi^{3} / 24\right)}\right]^{-1} \tag{3.21}
\end{align*}
$$

The numerator of the above equation is an Airy function ${ }^{6}$

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \xi e^{\left[-i \xi t-i\left(\xi^{3} / 6\right)\right]}=2^{\frac{t}{3}} \operatorname{Ai}\left(t 2^{\frac{1}{3}}\right) . \tag{3.22}
\end{equation*}
$$

The denominator and other integrals for $\tilde{I}_{1}$ can be evaluated by means of the functions ${ }^{7}$

$$
\begin{equation*}
F_{n}(p)=\int_{0}^{\infty} d x x^{n-\frac{1}{2}} e^{-i(12)^{\frac{1}{p}} p x-i x^{3}} \tag{3.23}
\end{equation*}
$$

for various $n$. In particular,
$F_{0}=\pi^{\frac{3}{2}} 2^{\frac{3}{3}} 3^{-\frac{1}{6}} e^{i(\pi / 4)} \mathrm{Ai}(p)[\mathrm{Ai}(p)-i \operatorname{Bi}(p)]$,
$F_{1}=\pi^{\frac{3}{2}} 3^{-\frac{1}{2}} e^{3 i(\pi / 4)}[2 \mathrm{Ai}(p)\{\dot{\mathrm{A}}(p)-i \dot{\mathrm{Bi}}(p)\}+(i / \pi)]$,
$\begin{aligned} & F_{2}=2 \pi^{\frac{3}{2}} 3^{-\frac{1}{2}}(12)^{-\frac{7}{3}} e^{5 i(\pi / 4)}\left[\{\dot{\operatorname{Ai}}(p)\}^{2}+p\{\mathrm{Ai}(p)\}^{2}\right. \\ &-i\{p \mathrm{Ai}(p) \operatorname{Bi}(p)+\dot{\mathrm{A}}(p) \dot{\mathrm{Bi}}(p)\}] .\end{aligned}$

[^35]Table I. The function $F_{n}$.

| $n$ | $C_{n}$ | $D_{n}$ | $E_{n}$ |
| :---: | :---: | :---: | :---: |
| 3 | 2 | $4 p$ | 0 |
| 4 | 0 | 6 | $4 p$ |
| 5 | $8 p$ | $16 p^{2}$ | 10 |
| 6 | 28 | $80 p$ | $16 p^{2}$ |
| 7 | $32 p^{2}$ | $108+64 p^{3}$ | $112 p$ |
| 8 | $288 p$ | $672 p^{2}$ | $220+64 p^{3}$ |
| 9 | $2912+512 p^{3}$ | $10048 p+1024 p^{4}$ | $3456 p^{2}$ |

The remaining $F_{n}$ may be expressed in terms of the above three functions by the relation

$$
\begin{align*}
F_{n}(p)= & C_{n}(12)^{-n / 3} i^{n} F_{0}(p)+D_{n}(12)^{-(n-1) / 3} \\
& \times i^{(n-1)} F_{1}(p)+E_{n}(12)^{-(n-2) / 3} i^{(n-2)} F_{2}(p) \tag{3.27}
\end{align*}
$$

where $C_{n}, D_{n}$, and $E_{n}$ are given in Table I.
Using the $F_{1}$ function, Eq. (3.21) reduces to

$$
\begin{equation*}
\tilde{I}_{0}(t)=2^{\frac{4}{3}} \pi^{\frac{1}{2}} / \dot{w}_{1}\left(t 2^{\frac{1}{3}}\right), \tag{3.28}
\end{equation*}
$$

where

$$
w_{1}=i \pi^{\frac{1}{2}}[\mathrm{Ai}-i \mathrm{Bi}] .
$$

The inverse Fourier transform of Eq. (3.28) yields the solution for the leading term:

$$
\begin{equation*}
I_{0}(\xi, v=0)=\frac{1}{\pi^{\frac{1}{2}}} \int_{-\infty}^{\infty} d p \frac{e^{i p \xi 2^{-\frac{1}{-}}}}{\dot{w}_{1}(p)}\left(p=t 2^{\frac{1}{3}}\right) . \tag{3.29}
\end{equation*}
$$

Similarly, the application of the Fourier transform to the integral equation governing the second-order term (3.19) gives

$$
\begin{equation*}
\tilde{I}_{1}(t)=\frac{\tilde{N}}{2 \pi^{\frac{1}{2}} \mathrm{Ai}(p) \dot{w}_{1}(p)} \quad\left(p=t 2^{\frac{1}{3}}\right), \tag{3.30}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{N}= & \int_{-\infty}^{\infty} d \xi e^{-i t \xi}\left[i \frac{\left\{1+4 \rho_{g}(0,0) \tilde{\rho}_{g}(0,0)\right\}}{60} \xi^{5} e^{-i\left(\xi^{3} / 6\right)}\right. \\
& -\frac{1}{(2 \pi)^{\frac{1}{2}}} \int_{-\infty}^{\xi} d \tau I_{0}(\tau, 0) \mathrm{K}_{2}(\xi, \tau) e^{-i\left[(\xi-\tau)^{3} / 24\right]} . \tag{3.31}
\end{align*}
$$

Using the convolution theorem, the functions $F_{n}$ of Table I and Eq. (3.28), one can show that

$$
\begin{align*}
& \frac{\hat{N}}{4 \pi \mathrm{Ai}(p)}=p\left[-\frac{2}{15}+\rho_{g}(0,0) \ddot{\rho}_{g}(0,0) \frac{17}{15}+\frac{\rho_{g}(0,0)}{\rho_{t n}(0,0)}\right] \\
& \quad+\frac{w_{1}(p)}{\dot{w}_{1}(p)}\left[-\frac{1}{5}+\frac{\beta^{3}}{30}+\left(\frac{8}{15}-\frac{8}{5} \beta^{3}\right) \rho_{g}(0,0) \dot{\rho}_{g}(0,0)\right] \\
& \quad-\left[\frac{p w_{1}(p)}{\dot{w}_{1}(p)}\right]^{2}\left[\frac{7}{3} \rho_{g}(0,0) \ddot{\rho}_{g}(0,0)+\frac{\rho_{g}(0,0)}{\rho_{t n}(0,0)}\right] \\
& \quad+\rho_{g}(0,0) \ddot{\rho}_{g}(0,0) \frac{1}{3}\left[\frac{w_{1}(p)}{\dot{w}_{1}(p)}\right]^{3} \tag{3.32}
\end{align*}
$$

Substitution of this expression into Eq. (3.30) and inverse Fourier transformation gives the solution for $I_{1}$. Combining $I_{1}$ with Eqs. (3.3) and (3.29), we obtain the desired expression for the surface field in the penumbra region:

$$
\begin{align*}
& U(u, 0) \simeq e^{i k u} \frac{1}{\pi^{\frac{1}{2}}} \int_{-\infty}^{\infty} d p \frac{e^{i p(u / d)}}{\dot{w}_{1}(p)}+\frac{e^{i k w}}{\left[\frac{1}{2} k \rho_{g}(0,0)\right]^{\frac{2}{3}} \pi^{\frac{1}{2}}} \int_{-\infty}^{\infty} d p e^{i p(u / d)}\left[\frac { p } { \dot { w } _ { 1 } ( p ) } \left\{-\frac{2}{15}+\rho_{g}(0,0) \frac{d^{2} \rho_{g}}{d u^{2}}(0,0) \frac{17}{15}\right.\right. \\
&\left.+\frac{\rho_{g}(0,0)}{\rho_{t n}(0,0)}\right\}+ \frac{w_{1}(p)}{\left\{\dot{w}_{1}(p)\right\}^{2}}\left\{-\frac{1}{5}+\frac{p^{3}}{30}+\rho_{g}(0,0) \frac{d^{2} \rho_{g}}{d u^{2}}(0,0)\left(\frac{\mathrm{s}}{15}-\frac{\left.\frac{8}{5} p^{3}\right)}{5}\right\}-\left\{\frac{p w_{1}(p)}{\dot{w}_{1}(p)}\right\}^{2}\right. \\
&\left.\times\left\{\frac{7}{3} \rho_{g}(0,0) \frac{d^{2} \rho_{g}}{d u^{2}}(0,0)+\frac{\rho_{g}(0,0)}{\rho_{t n}(0,0)}\right\}+\frac{4}{3} \frac{p\left\{p w_{1}(p)\right\}^{3}}{\left\{\dot{w}_{1}(p)^{4}\right\}} \rho_{g}(0,0) \frac{d^{2} \rho_{g}}{d u^{2}}(0,0)\right], \tag{3.33}
\end{align*}
$$

where $d=\left[\lambda \rho_{g}^{2}(9,0) / \pi\right]^{\frac{1}{3}}$ and $\lambda$ is the incident wavelength. When $u / d$ is positive and sufficiently large (far away from the shadow boundary into the shadow region), Eq. (3.33) can be expressed as a rapidly convergent series in terms of the residues at the poles $\dot{w}_{1}(p)=0$. This residue series represents the creeping waves. When $u l d$ goes to negative infinity (illuminated region), Eq. (3.33) reduces to $2 e^{i k t(0.0) \cdot \mathrm{r} u, 0}$, which is the geometrical optics term. ${ }^{8}$ The width of the penumbra region is of order $d$.

## 33. The Surface Field in the Shadow Region

The incident plane wave cannot reach the shadow region directly (otherwise the shadow does not exist),

[^36]and only the waves diffracted near the shadow boundary proceed into the shadow region. An expression for the surface field in this region may be obtained by following two steps ${ }^{4}$ :
(1) Obtain the initial values of the diffracted (creeping) waves from the solution for the penumbra region at the shadow boundary.
(2) Solve the homogeneous integral equation [without the plane wave term in Eq. (3.7) and the limit of the integration only over the surface in the shadow region] and match the initial values at the shadow boundary.

The initial values of the diffracted waves may be obtained from Eq. (3.33). When $u$ is positive, the integrals of this equation can be expressed in terms of the residues at the poles $\dot{w}_{1}(p)=0$, and each
residue represents a creeping wave. ${ }^{9}$ The values of these residues at the shadow boundary ( $u=0$ ) yield the necessary initial values of the creeping waves. The residue series of Eq. (3.33) at the shadow boundary is

$$
\begin{align*}
& U(0,0) \sim 2 \pi^{\frac{1}{2} i} \sum_{l=1}^{\infty} \frac{1}{p_{l} w_{1}\left(p_{l}\right)}\left[1+\frac{1}{2\left\{\frac{1}{2} k \rho_{g}(0,0)\right\}^{\frac{3}{3}}}\right. \\
& \quad \times\left\{p_{l}\left(-\frac{1}{15}+\frac{\rho_{g}(0,0)}{2 \rho_{t n}(0,0)}+\frac{1}{80} \rho_{g}(0,0) \frac{d^{2} \rho_{g}}{d u^{2}}(0,0)\right)\right. \\
& \left.\left.\quad+\frac{1}{p_{l}^{2}}\left(\frac{1}{5}+\frac{\rho_{g}(0,0)}{2 \rho_{t n}(0,0)}-\frac{1}{30} \rho_{g}(0,0) \frac{d^{2} \rho_{g}}{d u^{2}}(0,0)\right)\right\}\right], \tag{3.34}
\end{align*}
$$

where $p_{l}$ is the $l$ th root of $\dot{w}_{1}\left(p_{l}\right)=0$. In the above expression, each term in the series represents the initial value (birth weight) of the $l$ th mode of the creeping waves.

The short-wavelength asymptotic form of the homogeneous integral equation governing the surface field in the shadow region is the same as Eq. (3.7), except for the incident field term which now vanishes. Before attempting to solve the integral equation, we can observe that the common factor

$$
\left[G\left(u^{\prime}\right)\right]^{\frac{1}{2}}\left[\partial \partial^{2} R / \partial v^{\prime 2}\right]^{-\frac{1}{2}}
$$

in the kernel of Eq. (3.7) behaves near the saddle point

$$
\begin{aligned}
& u=u^{\prime} \text { as follows } \\
& \begin{aligned}
& {\left[G\left(u^{\prime}\right)\right]^{\frac{1}{2}}\left[R_{0} \frac{\partial^{2} R}{\partial v^{\prime 2}}\left(v^{\prime}=0\right)\right]^{-\frac{1}{2}} } \\
&=\left[G\left(u^{\prime}\right)\right]^{\frac{1}{2}}\left[1-\mathbf{R}_{0} \cdot\left\{\kappa_{t \times}\left(u^{\prime}\right) \mathbf{t}\left(u^{\prime}\right)+\kappa_{t n}\left(u^{\prime}\right) \mathbf{n}\left(u^{\prime}\right)\right\}\right]^{-\frac{1}{2}} \\
& \simeq\left[\frac{G\left(u^{\prime}\right)}{G(u)}\right]^{\frac{1}{3}}
\end{aligned}
\end{aligned}
$$

[Refer to Eqs. (2.2), (2.4), (2.5), and (3.10).] The above relation indicates that the solution of the homogeneous integral equation has a factor $[G(u)]^{-\frac{1}{2}}$. In view of the phase factor for the solution in the penumbra region, Eq. (3.33), we set the solution of the homogeneous integral equation in the form

$$
\begin{align*}
I(u, 0)= & A[G(u)]^{-\frac{1}{2}} \exp \left[i k \int_{0}^{u} d s \frac{2^{-\frac{1}{y}}}{M^{2}(s)}\right. \\
& \left.\times\left\{\gamma_{0}(s)+\frac{\gamma_{1}(s)}{M(s)}+\frac{\gamma_{2}(s)}{M^{2}(s)}+\cdots\right\}\right] \tag{3.36}
\end{align*}
$$

where the constant $A$ is the initial value, and

$$
M(u)=\left[k \rho_{g}(u, 0)\right]^{\frac{1}{3}} .
$$

The propagation factors $\gamma_{0}, \gamma_{1}$, and $\gamma_{2}$ are yet to be determined. On setting

$$
\begin{equation*}
k\left(u-u^{\prime}\right)=M^{2}(u) \tau \tag{3.37}
\end{equation*}
$$

we obtain the following expression under the assumption that the curvatures are varying slowly:

$$
\begin{align*}
k \int_{u^{\prime}}^{u} \frac{d s}{M^{2}(s)}\left\{\gamma_{0}(s)+\frac{\gamma_{1}(s)}{M(s)}+\frac{\gamma_{2}(s)}{M^{2}(s)}\right. & +\cdots\} \simeq \gamma_{0}(u) \tau+\frac{1}{M(u)}\left[\gamma_{1}(u) \tau-\frac{\tau^{2}}{2}\left\{\rho_{g}(u, 0) \dot{\rho}_{0}(u)-\frac{2}{3} \dot{\rho}_{g}(u, 0) \gamma_{0}(u)\right\}\right] \\
+ & \frac{1}{M^{2}(u)}\left[\gamma_{2}(u) \tau+\frac{\tau^{3}}{6}\left\{\rho_{g}^{2}(u, 0) \ddot{\gamma}_{0}(u)-\frac{2}{3} \rho_{g}(u, 0) \ddot{\rho}_{g}(u, 0) \gamma_{0}(u)-\frac{4}{3} \rho_{g}(u, 0) \dot{\rho}_{g}(u, 0) \dot{\gamma}_{0}(u)\right.\right.
\end{align*}
$$

Now combine Eq. (3.7), without the incident plane wave term, with Eq. (3.36) and expand the integrand near the saddle point $u=u^{\prime}$ by Taylor series [using (Eq. 2.2)]. After these algebraic manipulations and making use of Eq. (3.37) and (3.38), we can obtain the following asymptotic homogeneous equation: for the propagation factors $\gamma_{i}$,

$$
\begin{align*}
1= & -\frac{e^{-i(\tau / 4)}}{2(2 \pi)^{\frac{1}{2}}} \int_{0}^{\infty} d \tau \tau^{\frac{1}{2}}\left[1-\frac{\dot{\rho}_{g}(u, 0)}{M(u)}\left\{-\frac{2}{3} \tau+i \frac{\tau^{3}}{24}\right\}+\frac{\tau^{2}}{M^{2}(u)}\left\{-\frac{1}{48}+\frac{\dot{\rho}_{g}^{2}(u, 0)}{2}-\frac{\rho_{g}(u, 0) \ddot{\rho}_{g}(u, 0)}{4}\right\}\right. \\
& \left.+i \frac{\tau^{5}}{M^{2}(u)}\left\{\frac{1}{1920}-\frac{23}{360} \dot{\rho}_{g}^{2}(u, 0)+\frac{\rho_{g}(u, 0) \ddot{\rho}_{g}(u, 0)}{80}\right\}-\frac{\tau^{8}}{1152 M^{2}(u)} \dot{\rho}_{g}^{2}(u, 0)+i \frac{\left\{\frac{3}{8}+\left[\rho_{g}(u, 0) / \rho_{t n}(u, 0)\right]\right\}}{M^{2}(u) \tau}\right] \\
& \times\left[1+\frac{i 2^{-\frac{1}{3}}}{M^{2}(u)}\left\{\gamma_{2}(u) \tau+\frac{\tau^{3}}{6}\left(\rho_{g}^{2}(u, 0) \ddot{\gamma}_{0}(u)-\frac{2}{3} \rho_{g}(u, 0) \ddot{\rho}_{g}(u, 0) \gamma_{0}(u)-\frac{4}{3} \rho_{g}(u, 0) \dot{\rho}_{g}(u, 0) \dot{\gamma}_{0}(u)+\frac{10}{b} \dot{\rho}_{g}^{2}(u, 0) \gamma_{0}(u)\right)\right.\right. \\
& \left.\left.-\frac{\tau^{2}}{2}\left(\rho_{g}(u, 0) \dot{\gamma}_{1}(u)-\dot{\rho}_{g}(u, 0) \gamma_{1}(u)\right)\right\}\right] \exp \left[-i \frac{\tau^{3}}{24}+i \gamma_{0}(u) 2^{-\frac{3}{3}} \tau+\frac{i 2^{-\frac{1}{3}}}{M(u)}\right. \\
& \left.\times\left\{\gamma_{1}(u) \tau-\frac{\tau^{2}}{2}\left(\rho_{g}(u, 0) \dot{\gamma}_{0}(u, 0)+0\left(M^{-3}\right)-\frac{2}{3} \dot{\rho}_{g}(u, 0) \gamma_{0}(u)\right)\right\}\right] \tag{3.39}
\end{align*}
$$

[^37]Upon comparing coefficients of the leading term in the expansion in powers of $1 / M$, we obtain

$$
\begin{equation*}
1=-\frac{e^{-i(\pi / 4)}}{2(2 \pi)^{\frac{1}{2}}} \int_{0}^{\infty} d \tau \tau^{\frac{1}{2}} \exp \left\{-i \frac{\tau^{3}}{24}-i \gamma_{0}(u) \tau 2^{-\frac{1}{3}}\right\} \tag{3.40}
\end{equation*}
$$

Comparing with Eq. (3.23), it can be shown that the right-hand side is related to the function $F_{1}$ of Eq. (3.25). Substitution of Eq. (3.23) and (3.25) into Eq. (3.40) yields the following:

$$
\begin{equation*}
\operatorname{Ai}\left(\gamma_{0}\right) \dot{w}_{1}\left(\gamma_{0}\right)=0 . \tag{3.41}
\end{equation*}
$$

The solution of this equation determines $\gamma_{0}$. To be consistent with the initial values [Eq. (3.34)] of the creeping waves, the roots of $\dot{w}_{1}\left(\gamma_{0}\right)=0$ must be chosen. In terms of the definition

$$
\gamma_{0 l}=e^{i(\pi / 3)} \beta_{l},
$$

the various roots are given by Table II.
Since $\gamma_{0}$ is constant, comparison of the coefficients of $1 / M$ in Eq. (3.39) yields

$$
\begin{align*}
0= & -\frac{e^{-i(\pi / 4)}}{2(2 \pi)^{\frac{1}{2}}} \int_{0}^{\infty} d \tau \tau^{\frac{1}{2}}\left[\frac{2}{3} \dot{\rho}_{g}(u, 0) \tau-i \frac{\dot{\rho}_{g}(u, 0)}{24} \tau^{4}\right. \\
& \left.-i \tau\left\{\gamma_{1}(u)+\frac{\gamma_{0}}{3} \dot{\rho}_{g}(u, 0) \tau\right\} 2^{-\frac{3}{3}}\right] \\
& \times \exp \left\{-i \gamma_{0}{ }^{-\frac{1}{\tau}} \tau-i \frac{\tau^{3}}{24}\right\} \tag{3.45}
\end{align*}
$$

Various integrals in Eq. (3.45) can be identified with Eq. (3.23). Thus, after substitution of $F_{n}$ from Table

Table II. The values of $\beta_{\imath}$ and $\mathrm{Ai}\left(-\beta_{\imath}\right)$.

| $l$ | $\beta_{i}$ | $\mathrm{Ai}\left(-\beta_{i}\right)$ |
| :---: | :---: | :---: |
| 1 | 1.01879 | +0.53566 |
| 2 | 3.24820 | -0.41902 |
| 3 | 4.82010 | +0.38041 |

I, we can evaluate $\gamma_{1}$ from Eq. (3.45), and the result is

$$
\begin{equation*}
\gamma_{1}(u)=i 2^{\frac{1}{3}}\left[\frac{1}{6} \dot{\rho}_{g}(u, 0)\right] . \tag{3.46}
\end{equation*}
$$

From the coefficients of $M^{-2}$ in Eq. (3.39), one finds

$$
\begin{align*}
& \gamma_{2}(u) 2^{-\frac{2}{5}} F_{2}\left(\gamma_{0}\right)=(12)^{-\frac{q}{2}} F_{0}\left(\gamma_{0}\right)\left[\frac{1}{5}+\frac{\rho_{g}(u, 0)}{2 \rho_{t n}(u, 0)}\right. \\
& \left.\quad-\frac{\rho_{g}(u, 0) \ddot{\rho}_{g}(u, 0)}{30}+\frac{\dot{\rho}_{g}^{2}(u, 0)}{45}\right] \\
& \quad+\gamma_{0}^{2} F_{2}\left(\gamma_{0}\right)\left[\frac{1}{80}-\frac{2}{45} \rho_{g}(u, 0) \dot{\rho}_{g}(u, 0)+\frac{4}{155} \dot{\rho}_{g}^{2}(u .0)\right] . \tag{3.47}
\end{align*}
$$

Upon substituting the values of $F_{0}$ and $F_{2}$ given by Eqs. (3.24) and (3.26), we obtain $\gamma_{2}$, namely,

$$
\begin{align*}
\gamma_{2}(u) 2^{-\frac{2}{3}}= & -\frac{1}{\gamma_{0}}\left[\frac{1}{10}+\frac{\rho_{g}(u, 0)}{4 \rho_{t n}(u, 0)}\right. \\
& \left.-\frac{\rho_{g}(u, 0) \ddot{\rho}_{g}(u, 0)}{60}+\frac{\dot{\dot{g}}_{g}^{2}(u, 0)}{90}\right] \\
& +\gamma_{0}^{2}\left[\frac{1}{80}-\frac{2}{45} \rho_{g}(u, 0) \ddot{\rho}_{g}(u, 0)+\frac{4}{135} \dot{\rho}_{g}^{2}(u, 0)\right] . \tag{3.48}
\end{align*}
$$

Combining Eqs. (3.36), (3.46), and (3.48) and matching the initial values given by Eq. (3.34) by letting $u=0$, we obtain the desired solution for the surface field in the shadow region:

$$
\begin{align*}
& U(u, 0)=\left[\frac{G(0)}{G(u)}\right]^{\frac{1}{2}}\left[\frac{\rho_{g}(0,0)}{\rho_{g}(u, 0)}\right]^{\frac{1}{b}} e^{i k u} \sum_{l=1}^{\infty} \frac{1}{\beta_{l} \operatorname{Ai}\left(-\beta_{l}\right)}\left[1+\frac{e^{i(\pi / 3)}}{2^{-\frac{2}{s}} M^{2}(0)}\left\{\beta_{l}\left(-\frac{1}{30}+\frac{\rho_{g}(0,0)}{4 \rho_{t n}(0,0)}+\frac{1}{18 \overline{0}} \rho_{g}(0,0) \frac{d^{2} \rho_{g}}{d u^{2}}(0,0)\right)\right.\right. \\
& \left.\left.-\frac{1}{\beta_{l}^{2}}\left(\frac{1}{10}+\frac{\rho_{g}(0,0)}{4 \rho_{t n}(0,0)}-\frac{1}{{ }_{00}} \rho_{g}(0,0) \frac{d^{2} \rho_{g}}{d u^{2}}(0,0)\right)\right\}\right] \exp \left[-e^{-i(\pi / 6)} \beta_{l} \int_{0}^{u} \frac{d s}{\rho_{g}(s, 0)} M(s) 2^{-\frac{1}{2}}\right. \\
& -e^{i(\pi / 6)} \int_{0}^{u} \frac{d s}{\rho_{g}(s, 0)} \frac{2^{\frac{1}{3}}}{M(s)}\left\{\frac{1}{\beta_{l}}\left(\frac{1}{10}+\frac{\rho_{g}(s, 0)}{4 \rho_{t n}(s, 0)}-\frac{\rho_{g}(s, 0) \ddot{\rho}_{g}(s, 0)}{60}+\frac{\dot{\rho}_{g}^{2}(s, 0)}{90}\right)\right. \\
& \left.\left.+\beta_{l}^{2}\left(\frac{1}{80}-\frac{2}{45} \rho_{g}(s, 0) \ddot{\rho}_{g}(s, 0)+\frac{4}{135} \dot{\rho}_{g}^{2}(s, 0)\right)\right\}\right] \text {, } \tag{3.49}
\end{align*}
$$

where $M(u)=\left[k \rho_{g}(u, 0)\right]^{\frac{1}{3}}$ and various values of $\beta_{l}$ and $A_{i}\left(-\beta_{l}\right)$ are given in Table II. In deriving Eq. (3.49), the following relationships are used:

$$
\begin{equation*}
\gamma_{0 l}=e^{i(\pi / 3)} \beta_{l} \quad \text { and } \quad w_{1}(p)=e^{i(\pi / 6)} 2 \pi^{\frac{1}{2}} \mathrm{Ai}\left(p e^{i(2 \pi / 3)}\right) . \tag{3.50}
\end{equation*}
$$

## 4. DIFFRACTION OF A Plane ElectroMAGNETIC (VECTOR) WAVE

The second problem investigated is the diffraction of a plane electromagnetic wave by a perfectly con-
ducting smooth convex surface of nonconstant curvature. Since much of the analysis is similar to that which we have already discussed for the acoustic case, the details are omitted wherever possible.

### 4.1. Integral Equation Governing the Induced Currents on the Conducting Surface

If a plane electromagnetic wave is incident upon a smooth convex conducting surface, the integral equation governing the induced currents on the conductor
is ${ }^{4}$

$$
\begin{align*}
\mathbf{J}(\mathbf{r})=2 \mathbf{n}(\mathbf{r}) & \times \mathbf{H}^{\mathrm{inc}}(\mathbf{r})-\frac{1}{2 \pi} \mathbf{n}(\mathbf{r}) \\
& \times \iint d a^{\prime} \frac{1-i k R}{R^{3}}\left\{\mathbf{J}(\mathbf{r}) \times \mathbf{R} e^{i k R}\right\} \tag{4.1}
\end{align*}
$$

Here $\mathbf{H}^{\text {inc }}$ is the incident field and the time dependence factor $e^{-i \omega t}$ is omitted. Again, without loss of generality, we consider the induced current along the geodesic $v=0$. The expression for the incident field is $\mathbf{H}^{\text {inc }}(u, 0)=\left[-\cos \theta_{0} \mathbf{b}(0,0)+\sin \theta_{0} \mathbf{n}(0,0)\right]$

$$
\begin{equation*}
\times e^{i k t(0,0) \cdot \mathrm{r}(u, 0)} \tag{4.2}
\end{equation*}
$$

where $\theta_{0}=\sin ^{-1}\left\{\mathbf{n}(0,0) \times \mathbf{H}_{0} / / \mathbf{H}_{0} \mid\right\}$ is the polarization angle of the incident wave. With the substitution

$$
\begin{equation*}
\mathbf{J}(\mathbf{r})=\left[\mathbf{t}(\mathbf{r}) I_{t}(\mathbf{r})+\mathbf{b}(\mathbf{r}) I_{b}(\mathbf{r})\right] e^{i k u} \tag{4.3}
\end{equation*}
$$

the vector integral Eq. (4.1) is reduced to two coupled
scalar equations:

$$
\begin{align*}
I_{t}(u, 0)= & 2 I_{t}^{\mathrm{inc}}(u, 0)-\frac{1}{2 \pi} \iint d u^{\prime} d v^{\prime}\left[G\left(u^{\prime}\right)\right]^{\frac{1}{2}} \frac{1-i k R}{R^{3}} \\
\times & \mathbf{t}(u) \cdot\left[\mathbf{n}(u) \times\left\{I_{t}\left(u^{\prime}, v^{\prime}\right) \mathbf{t}\left(u^{\prime}, v^{\prime}\right) \times \mathbf{R}\right.\right. \\
& \left.\left.+I_{b}\left(u^{\prime}, v^{\prime}\right) \mathbf{b}\left(u^{\prime}, v^{\prime}\right) \times \mathbf{R}\right\}\right] e^{i k R-i k\left(u-u^{\prime}\right)} \tag{4.4}
\end{align*}
$$

and

$$
\begin{align*}
I_{b}(u, 0)= & 2 I_{b}^{\operatorname{inc}}(u, 0)-\frac{1}{2 \pi} \iint d u^{\prime} d v^{\prime}\left[G\left(u^{\prime}\right)\right]^{\frac{1}{2}} \frac{1-i k R}{R^{3}} \\
& \times \mathbf{b}(u) \cdot\left[\mathbf{n}(u) \times\left\{I_{t}\left(u^{\prime}, v^{\prime}\right) \mathbf{t}\left(u^{\prime}, v^{\prime}\right) \times \mathbf{R}\right.\right. \\
& \left.\left.+I_{b}\left(u^{\prime}, v^{\prime}\right) \mathbf{b}\left(u^{\prime}, v^{\prime}\right) \times \mathbf{R}\right\}\right] e^{i k R-i k\left(u-u^{\prime}\right)} \tag{4.5}
\end{align*}
$$

The two equations above are similar to that of acoustic case, Eq. (3.4). They also have saddle points at $v^{\prime}=0$ for the $v^{\prime}$ integration and at $u=u^{\prime}$ for the $u^{\prime}$ integration along the $v^{\prime}=0$ curve. Performing the $v^{\prime}$ integration by the method of steepest descents, we obtain

$$
\begin{align*}
I_{t}(u, 0)= & 2 I_{t}^{\mathrm{inc}}(u, 0)-\frac{1}{2 \pi} \int_{-\infty}^{u} d u^{\prime}\left[G\left(u^{\prime}\right)\right]^{\frac{1}{2}}\left(\frac{2 \pi i}{k}\right)^{\frac{1}{2}} \frac{1}{\left[\left(\partial^{2} R / \partial v^{\prime 2}\right)\left(v^{\prime}=0\right)\right]^{\frac{1}{2}}}\left[\frac{-i k I_{t}\left(u^{\prime}, 0\right)}{R_{0}^{2}} \mathbf{t}(u) \cdot\left\{\mathbf{n}(u) \times\left(\mathbf{t}\left(u^{\prime}\right) \times \mathbf{R}_{0}\right)\right\}\right. \\
& -\frac{\left(\partial^{4} R / \partial v^{\prime 4}\right)\left(v^{\prime}=0\right)}{8 R_{0}^{2}\left\{\left(\partial^{2} R / \partial v^{\prime 2}\right)\left(v^{\prime}=0\right)\right\}^{2}} \mathbf{t}(u) \cdot\left\{\mathbf{n}(u) \times\left(\mathbf{t}\left(u^{\prime}\right) \times \mathbf{R}_{0}\right)\right\} I_{t}\left(u^{\prime}, 0\right)-\frac{I_{t}\left(u^{\prime}, 0\right)}{2 R_{0}^{2}} \frac{G\left(u^{\prime}\right)}{\left\{\left(\partial^{2} R / \partial v^{\prime 2}\right)\left(v^{\prime}=0\right)\right\}} \mathbf{t}(u) \\
& \cdot\left\{\left(\mathbf{n}(u) \cdot \mathbf{R}_{0} \kappa_{t t}\left(u^{\prime}\right)-\mathbf{n}(u) \cdot \mathbf{t}\left(u^{\prime}\right)\right) \kappa_{t}\left(u^{\prime}\right) \mathbf{N}\left(u^{\prime}\right)+\mathbf{( t ( u ^ { \prime } ) - \kappa _ { t t } ( u ^ { \prime } ) \mathbf { R } _ { 0 } ) \kappa _ { t } ( u ^ { \prime } ) \mathbf { n } ( u ) \cdot \mathbf { N } ( u ^ { \prime } ) \}}\right. \\
& +\frac{\left(\partial^{2} I_{t} / \partial v^{\prime 2}\right)\left(u^{\prime}, 0\right)}{2 R_{0}^{2}\left\{\left(\partial^{2} R / \partial v^{\prime 2}\right)\left(v^{\prime}=0\right)\right\}} \mathbf{t}(u) \cdot\left\{\mathbf{n}(u) \times\left(\mathbf{t}\left(u^{\prime}\right) \times \mathbf{R}_{0}\right)\right\}+\frac{\left(\partial I_{b} / \partial v^{\prime}\right)\left(u^{\prime}, 0\right)}{\left\{\left(\partial^{2} R / \partial v^{\prime 2}\right)\left(v^{\prime}=0\right)\right\} R_{0}^{2}} G\left(u^{\prime}\right) \mathbf{t}(u) \\
& \left.\cdot\left\{\mathbf{R}_{0}\left(\mathbf{n}(u) \cdot \mathbf{N}\left(u^{\prime}\right)\right) \kappa_{t}\left(u^{\prime}\right)-\kappa_{t}\left(u^{\prime}\right) \mathbf{N}\left(u^{\prime}\right)\left(\mathbf{n}(u) \cdot \mathbf{R}_{0}\right)\right\}\right]+O\left(k^{\left.-\frac{3}{2}\right)}\right. \tag{4.6}
\end{align*}
$$

$$
\begin{align*}
I_{b}(u, 0)= & 2 I_{b}^{\mathrm{inc}}(u, v=0)-\frac{1}{2 \pi} \int_{-\infty}^{u} d u^{\prime}\left[G\left(u^{\prime}\right)\right]^{\frac{1}{2}}\left(\frac{2 \pi i}{k}\right)^{\frac{1}{2}} \frac{1}{\left[\left(\partial^{2} R / \partial v^{\prime 2}\right)\left(v^{\prime}=0\right)\right]^{\frac{1}{2}}} \\
& \times\left[-i k \frac{\left\{\mathbf{n}(u) \cdot \mathbf{R}_{0}\right\}\left\{\mathbf{b}(u) \cdot \mathbf{b}\left(u^{\prime}\right)\right\}}{R_{0}^{2}}-\frac{\left\{\left(\partial^{4} R / \partial v^{\prime 4}\right)\left(v^{\prime}=0\right)\right\}\left\{\mathbf{n}(u) \cdot \mathbf{R}_{0}\right\}\left\{\mathbf{b}(u) \cdot \mathbf{b}\left(u^{\prime}\right)\right\}}{8 R_{0}^{2}\left\{\left(\partial^{2} R / \partial v^{\prime 2}\right)\left(v^{\prime}=0\right)\right\}^{2}}\right. \\
& \times I_{b}\left(u^{\prime}, 0\right)-\frac{G\left(u^{\prime}\right) I_{b}\left(u^{\prime}, 0\right)}{\left\{\left(\partial^{2} R / \partial v^{\prime 2}\right)\left(v^{\prime}=0\right)\right\} 2 R_{0}^{2}}\left\{\mathbf{b}(u) \cdot \mathbf{b}\left(u^{\prime}\right)\right\}\left\{\kappa_{t}^{2}\left(u^{\prime}\right) \mathbf{n}(u) \cdot \mathbf{R}_{0}-\kappa_{t}\left(u^{\prime}\right) \mathbf{n}(u) \cdot \mathbf{N}\left(u^{\prime}\right)\right\} \\
& +\frac{\left(\partial^{2} I_{b} / \partial v^{\prime 2}\right)\left(u^{\prime}, 0\right)}{2 R_{0}^{2}\left\{\left(\partial^{2} R / \partial v^{\prime 2}\right)\left(v^{\prime}=0\right)\right\}}\left\{\mathbf{b}(u) \cdot \mathbf{b}\left(u^{\prime}\right)\right\}\left\{\mathbf{n}(u) \cdot \mathbf{R}_{0}\right\}+\frac{\partial I_{t}}{\partial v^{\prime}}\left(v^{\prime}=0, u^{\prime}\right) \\
& \left.\times \frac{\left\{\mathbf{b}(u) \cdot \mathbf{b}\left(u^{\prime}\right)\right\}}{R_{0}^{2}\left\{\left(\partial^{2} R / \partial v^{\prime 2}\right)\left(v^{\prime}=0\right)\right\}}\left\{\kappa_{t t}\left(u^{\prime}\right) \mathbf{n}(u) \cdot \mathbf{R}_{0}-\mathbf{n}(u) \cdot \mathbf{t}\left(u^{\prime}\right)\right\}\right]+O\left(k^{-\frac{3}{2}}\right), \tag{4.7}
\end{align*}
$$

where

$$
\kappa_{t}(u) \mathbf{N}(u) \equiv \kappa_{t t}(u) \mathbf{t}(u)+\kappa_{t n}(u) \mathbf{n}(u)
$$

### 4.2. Induced Currents in the Penumbra and the Shadow Regions

In this section, Eqs. (4.6) and (4.7) are solved by the same technique used in the acoustic case. In the penumbra region, substitution of Eq. (3.12) into Eq. (4.2) gives the asymptotic form of the incident field:

$$
\begin{align*}
& I_{t}^{\mathrm{inc}}(u, v=0)=\mathrm{t}(u) \cdot\left[\mathrm{n}(u) \times \mathrm{r}_{\mathrm{inc}}\right] e^{-i k u} \\
& =\cos \theta_{0} e^{-i\left(\xi^{3} / 6\right)}\left[1+i \frac{\left\{1+4 \rho_{g}(0) \ddot{\rho}_{s}(0)\right\}}{120 M_{0}^{2}} \xi^{5}\right]+O\left(M_{0}^{-3}\right) \tag{4.8}
\end{align*}
$$

and

$$
\begin{align*}
I_{b}^{\mathrm{inc}}(u, v=0) & =\mathbf{b}(u) \cdot\left[\mathrm{n}(u) \times \mathbf{H}_{\mathrm{inc}}\right] e^{-i k u} \\
& =-\sin \theta_{0} \frac{\xi}{M_{0}} e^{-i\left(\xi^{3} / 6\right)}+O\left(M_{0}^{-3}\right) \tag{4.9}
\end{align*}
$$

Combining Eqs. (3.12), (4.6), and (4.8), we have

$$
\begin{align*}
I_{t}(\xi, 0)= & 2 \cos \theta_{0} e^{-i\left(\xi^{3} / 6\right)}\left[1+i \frac{\left\{1+4 \rho_{g}(0)\right.}{\left.120 M_{0}^{2}(0)\right\}} \xi^{5}\right] \\
& -\frac{1}{(2 \pi)^{\frac{1}{2}}} \int_{-\infty}^{\xi} d \tau I_{t}(\xi, 0) e^{-i\left[(\xi-\tau)^{3} / 24\right]} \\
& \times\left\{e^{-i(\pi / 4)} \frac{(\xi-\tau)^{2}}{2}+\frac{K_{2 t}(\xi, \tau)}{M_{0}^{2}}\right\}+O\left(M_{0}^{-3}\right) \tag{4.10}
\end{align*}
$$

where
$K_{2 i}(\xi, \tau)=e^{-i(\tau / 4)}(\xi-\tau)^{\frac{1}{2}}$
$\times\left[-\frac{(\xi-\tau)^{2}}{96}+i \frac{(\xi-\tau)^{5}}{20}\left\{\frac{1}{192}+\frac{\rho_{g}(u=0) \vec{\rho}_{g}(0)}{8}\right\}\right.$
$\left.+\rho_{g}(0) \ddot{\rho}_{g}(0) \frac{\xi^{2}}{12}-\frac{\xi \tau}{3}-\frac{(\xi-\tau)^{2}}{8}+\frac{i}{48}(\xi-\tau)^{3}{ }^{3} \tau\right\}$
$\left.+\frac{1}{8} \frac{\rho_{g}(0)}{\rho_{t n}(0)}\left(\xi^{2}-\tau^{2}\right)+i \frac{\left(\frac{3}{1 B}-\rho_{g}(0) / 2 \rho_{t n}(0)\right)}{(\xi-\tau)}\right]$.
Now, the above asymptotic form of the integral equation governing $I_{t}$ is independent of $I_{b}$, and thus the original coupled vector integral Eq. (4.1) is decoupled in the asymptotic sense for large $k$.

Upon comparing Eq. (4.10) with acoustic Eq. (3.15), we can easily observe that the only difference between the two equations is the sign of the term $\rho_{g}(0,0)$ / $2 \rho_{t n}(0,0)(\xi-\tau)$ in $K_{2 t}$ and $K_{2}$. Thus, we can obtain immediately the solution for $I_{t}$ from the acoustic solution given by Eq. (3.33).

The asymptotic form of the integral equation governing $I_{b}$ in the penumbra region is

$$
\begin{align*}
I_{b}(\xi, 0)= & -2 \sin \theta_{0} \frac{\xi}{M_{0}} e^{-i\left(\xi^{3} / 6\right)} \\
& +\frac{1}{(2 \pi)^{\frac{1}{2}}} \int_{-\infty}^{\xi} d \tau I_{b}(\tau, 0) e^{-i\left[(\xi-\tau)^{3} / 24\right]} \\
& \times\left[\frac{e^{-i(\pi / 4)}}{2}(\xi-\tau)^{\frac{1}{2}}+O\left(M_{0}^{-2}\right)\right]+O\left(M_{0}^{-3}\right) \tag{4.12}
\end{align*}
$$

On setting

$$
\begin{equation*}
I_{b}(\xi, 0)=\left[I_{0 b}(\xi, 0) / M_{0}\right]+O\left(M_{0}^{-3}\right), \tag{4.13}
\end{equation*}
$$

application of the Fourier transform and the $F_{n}$ function [Eq. (3.23)] yields:

$$
\begin{align*}
\tilde{I}_{b 0}= & -i \sin \theta_{0} 42^{\frac{2}{3}} \pi \dot{\mathrm{Ai}}(p)+\tilde{I}_{b 0} \\
& \times[-1+i 2 \pi \mathrm{Ai}(p)\{\dot{\mathrm{Ai}}(p)-i \dot{\mathrm{Bi}}(p)\}] \tag{4.14}
\end{align*}
$$

Substituting the Wronskian relation

$$
\mathrm{Ai} \dot{\mathrm{~B}} \mathrm{i}-\mathrm{Bi} \dot{\mathrm{~A}} \mathrm{i}=1 / \pi
$$

into Eq. (4.14), the inverse Fourier transform gives the solution for $I_{b 0}$ :

$$
\begin{equation*}
I_{b}(\xi, 0)=\frac{i \sin \theta_{0}}{2^{-\frac{1}{3}} M_{0} \pi^{\frac{1}{2}}} \int_{-\infty}^{\infty} d p \frac{e^{i \xi 2^{-\frac{1}{z}}}}{w_{1}(p)} \tag{4.15}
\end{equation*}
$$

Thus, combining solutions for $I_{t}$ and $I_{b}$, we obtain the expression for the induced currents in the penumbra region as

$$
\begin{align*}
& \mathbf{J}(u, 0)=\mathbf{t}(u, 0) \cos \theta_{0} e^{i k u} \frac{1}{\pi^{\frac{1}{2}}} \int_{-\infty}^{\infty} d p \frac{e^{i p(u / d)}}{\dot{w}_{1}(p)} \\
& \quad+\mathbf{t}(u, 0) \cos \theta_{0} e^{i k u} \frac{1}{\pi^{\frac{1}{2}} 2^{-\frac{2}{3}} M_{0}^{2}} \int_{-\infty}^{\infty} d p e^{i p(u / a)} \\
& \quad \times\left[\frac{p}{\dot{w}_{1}(p)}\left\{-\frac{2}{15}+\rho_{g}(0,0) \frac{d^{2} \rho_{g}}{d u^{2}}(0,0) \frac{17}{15}+\frac{\rho_{g}(0,0)}{\rho_{t n}(0,0)}\right\}\right. \\
& \quad+\frac{w_{1}(p)}{\left\{\dot{w}_{1}(p)\right\}^{2}}\left\{-\frac{1}{5}+\frac{p^{3}}{30} \frac{\rho_{g}(0,0)}{\rho_{t n}(0,0)}+\rho_{g}(0,0)\right. \\
& \left.\quad \times \frac{d^{2} \rho_{g}}{d u^{2}}(0,0)\left(\frac{8}{15}-\frac{6}{5} p^{3}\right)\right\}-\frac{\left\{p w_{1}(p)\right\}^{2}}{\left\{\dot{w}_{1}(p)\right\}^{3}} \\
& \quad \times\left\{\frac{7}{3} \rho_{g}(0,0) \frac{d^{2} \rho_{g}}{d u^{2}}(0,0)+\frac{\rho_{g}(0,0)}{\rho_{t n}(0,0)}\right\} \\
& \left.\quad+\frac{4}{3} \frac{p\left\{p w_{1}(p)\right\}^{3}}{\left\{\dot{w}_{1}(p)\right\}^{4}} \rho_{g}(0,0) \frac{d^{2} \rho_{g}}{d u^{2}}(0,0)\right] \\
& \quad+\mathbf{b}(u, 0) \frac{i \sin \theta_{0}}{2^{-\frac{1}{3}} M_{0} \pi^{\frac{1}{2}}} \int_{-\infty}^{\infty} d p \frac{e^{i p(u / d)}}{w_{1}(p)}+O\left(M_{0}^{-3}\right),(4.16) \tag{4.16}
\end{align*}
$$

where

$$
d=\left[\lambda \rho_{g}^{2}(0,0) / \pi\right]^{\frac{1}{3}}
$$

Due to the similarity of asymptotic forms of electromagnetic and acoustic integral equations, solutions for the shadow region can be obtained by the same method used in the acoustic case. The induced current in the shadow region is

$$
\begin{align*}
\mathbf{J}(u, 0)= & \mathbf{t}(u, 0) \cos \theta_{0}\left[\frac{G(0)}{G(u)}\right]^{\frac{1}{4}}\left[\frac{\rho_{g}(0,0)}{\rho_{g}(u, 0)}\right]^{\frac{1}{8}} e^{i k u} \sum_{l=1}^{\infty} \frac{1}{\beta_{l} \mathrm{Ai}\left(-\beta_{l}\right)} \\
& \times\left[1+\frac{e^{i(\pi / 3)}}{2^{-\frac{2}{3}} M^{2}(0)}\left\{\beta_{l}\left(-\frac{1}{30}+\frac{\rho_{g}(0,0)}{4 \rho_{t n}(0,0)}+\frac{1}{18 \sigma} \rho_{g}(0,0) \frac{d^{2} \rho_{g}}{d u^{2}}(0,0)\right)\right.\right. \\
& -\frac{1}{\beta_{l}^{2}}\left(\frac{1}{10}-\frac{\rho_{g}(0,0)}{4 \rho_{t n}(0,0)}-{ }_{80}^{\left.\left.\left.\frac{1}{0} \rho_{g}(0,0) \frac{d^{2} \rho_{g}}{d u^{2}}(0,0)\right)\right\}\right] \exp \left[-e^{-i(\pi / 6)} \beta_{l} \int_{0}^{u} \frac{d s}{\rho_{g}(s, 0)} 2^{-\frac{1}{3}} M(s)\right.}\right. \\
& -e^{i(\pi / 6)} \int_{0}^{u} \frac{d s}{\rho_{g}(s, 0) 2^{-\frac{1}{3}} M(s, 0)}\left\{\frac{1}{\beta_{l}}\left(\frac{1}{10}-\frac{\rho_{g}(s, 0)}{4 \rho_{t n}(s, 0)}-\frac{\rho_{g}(s, 0)\left(d^{2} \rho_{g} / d s^{2}\right)(s, 0)}{60}+\frac{\left[\left(d \rho_{g} / d s\right)(s, 0)\right]^{2}}{90}\right)\right. \\
& \left.\left.+\beta_{l}^{2}\left(\frac{1}{60}-\frac{2}{45} \rho_{g}(s, 0) \frac{d^{2} \rho_{g}}{d s^{2}}(s, 0)+\frac{4}{135}\left(\frac{d \rho_{g}}{d s}(s, 0)\right)^{2}\right)\right\}\right]+\mathbf{b}(u, 0) \sin \theta_{0}\left[\frac{G(0)}{G(u)}\right]^{\frac{1}{4}}\left[\frac{\rho_{g}(0,0)}{\rho_{g}(u, 0)}\right]^{\frac{1}{b}} \\
& \times \frac{e^{i k u+i(\pi / 6)}}{2^{-\frac{1}{8}} M(0)} \sum_{l=1}^{\infty} \frac{1}{\dot{A} i\left(-\alpha_{l}\right)} \exp \left[-e^{-i(\pi / 6)} \alpha_{l} \int_{0}^{u} \frac{d s}{\rho_{g}(s, 0)} 2^{-\frac{1}{3}} M(s)\right]+O\left(M^{-3}\right) . \tag{4.17}
\end{align*}
$$

Here $\beta_{l}$ and $\mathrm{Ai}\left(-\beta_{l}\right)$ are given in Table II, and $\alpha_{l}$ is the $l$ th root of $\mathrm{Ai}\left(-\alpha_{l}\right)=0$ (see Table III).


## 5. DISCUSSION

In both the acoustic and the electromagnetic diffraction problems considered, the short-wavelength asymptotic expressions for the surface fields have been obtained for the penumbra and the shadow regions. The second-order terms in the asymptotic expansion of the surface fields are new results. The leading terms are the same as those of Fock ${ }^{10}$ and Levy and Keller. ${ }^{2}$

In the solutions for the shadow region, the factor $[G(0) / G(u)]^{\ddagger}$ is of interest. By definition of the function $G$ [Eq. (2.1)], $G^{\frac{1}{2}} d v$ represents the width between the two adjacent geodesics. Thus, referring to the geometrical theory of diffraction, ${ }^{2}[G(0) / G(u)]^{4}$ represents the so-called ray convergence factor for the creeping waves. In the geometrical theory of diffraction, this factor was obtained by physical reasoning (conservation of energy), and in the present paper, this factor is justified mathematically. The leading term for the acoustic and electromagnetic creeping waves is the same as that predicted by the geometrical theory of diffraction. This leading term, except the factor $[G(0) / G(u)]^{\frac{1}{2}}$, is independent of curvature in the direction transverse to the geodesic.

In the solution of electromagnetic diffraction problems, it is shown that up to the terms of order [ $\left.k \rho_{a}\right]^{-\frac{?}{3}}$ in the asymptotic expansion, there is no coupling between tangential and binormal components of the creeping waves. However, identity between the acoustic creeping waves under Neumann boundary condition and the tangential component of the electromagnetic creeping waves is true only in the

[^38]leading term. The transverse curvature appears in the second-order term. The effect of transverse curvature on the electromagnetic creeping waves differs from that on the acoustic creeping waves. This is one of the new results of the present investigation.

When the radius of curvature $\rho_{t}$ in the transverse direction is infinite, the diffracting surface becomes cylindrical. In this case, the propagation factors of the creeping waves in the shadow region agree with those obtained by Franz and Klante, ${ }^{11}$ and by Keller and Levy. ${ }^{12}$ When the principal radii of curvature ( $\rho_{g}$ and $\rho_{t n}$ ) are the same and constant, the diffracting surface is spherical. In this case, the solutions of the creeping waves reduce to the results of Senior, ${ }^{13}$ who obtained the creeping wave solution (including the secondorder terms) for the sphere by means of a Watson transformation of the Mie series (exact) solution.

The solutions for the shadow regions are not valid near a caustic where the radius of curvature $\left(\rho_{t}\right)$ in the direction transverse to the geodesic is no longer large compared to the incident wavelength. The author feels that the integral equation method used here will still be applicable in investigating the surface fields near the caustic, provided that the saddle point integration for the $v^{\prime}$ coordinate (Secs. 3.1 and 4.1) is modified by some suitable means.
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#### Abstract

Normalized lowering and raising operators are constructed for the orthogonal group in the canonical group chain $O(n) \supset O(n-1) \supset \cdots \supset O(2)$ with the aid of graphs which simplify their construction. By successive application of such lowering operators for $O(n), O(n-1), \cdots$ on the highest weight states for each step of the chain, an explicit construction is given for the normalized basis vectors. To illustrate the usefulness of the construction, a derivation is given of the Gel'fand-Zetlin matrix elements of the infinitesimal generators of $O(n)$.


## 1. INTRODUCTION

THE semisimple Lie groups have recently found many new applications in physics. The unitary groups in particular have received wide attention as a result of this renewed importance, and the irreducible representations of $U(n)$ (arbitrary $n$ ), have been studied in considerable detail. ${ }^{1,2}$ Although the orthogonal group $O(n)$ has received less attention, it recently also found some new applications to physical problems. In particular, the groups $O(5)$ and $O(8)$ have become of interest in nuclear spectroscopy in connection with the quasi-spin formalism for neutron and proton configurations. ${ }^{3,4}$ The group chain $O(n) \supset$ $O(n-1) \supset \cdots$ has also been found of interest in general many-body theory in the construction of $n$-body states of definite permutational symmetry. ${ }^{5}$

The basis vectors of an arbitrary irreducible representation of $O(n)$ are completely characterized by the chain of canonical subgroups $O(n-1) \supset$ $O(n-2) \supset \cdots O(2)$. This canonical group chain has been studied many years ago by Gel'fand and Zetlin, ${ }^{6}$ who give the matrix elements of the infinitesimal operators of $O(n)$, for arbitrary $n$, in this basis. ${ }^{7}$ Since the mathematically natural chain of subgroups,

[^40]such as $O(n) \supset O(n-1) \supset \cdots$, often does not include the subgroups of actual physical interest, ${ }^{3,4}$ the application to physical problems, in general, involves a transformation from the mathematically natural to a physically relevant scheme. To effect such a transformation, it becomes important to have an explicit construction of the basis vectors of an arbitrary irreducible representation of the group.

It is the purpose of this paper to give an explicit construction of the basis vectors of the irreducible representations of $O(n)$ in the Gel'fand scheme through the successive application of lowering operators acting on the highest weight state. The concept of lowering (or raising) operators was employed by Nagel and Moshinsky ${ }^{1}$ to construct the full set of basis vectors of $U(n)$ in the canonical group chain $U(n) \supset$ $U(n-1) \supset \cdots$. Although the present work has set itself the analogous task for the group chain $O(n) \supset O(n-1) \cdots$ and thus forms a parallel to the work of Nagel and Moshinsky, the techniques employed are somewhat different. In particular, since the lowering (or raising) operators for $O(n)$ are complicated polynomial functions of the infinitesimal generators of the group, a graphical technique has been found useful in the construction of these operators.

In Sec. 2 a review is given of some of the properties of the group $O(n)$ and the canonical chain of subgroups employed in the Gel'fand basis. In Sec. 3 the raising and lowering operators are constructed with the aid of graphs. Section 4 presents the calculation of the normalization coefficients of the lowering operators. These are the fundamental numbers of the construction since the successive application of lowering operators must yield a normalized basis vector for easy application in actual problems. Finally, in Sec. 5, a brief derivation is given of the Gel'fand and Zetlin results for the matrix elements of the infinitesimal operators to illustrate the usefulness of the present construction.

## 2. SOME PROPERTIES OF $O(n)$

## A. Generators of $O(n)$

The natural infinitesimal generators of $O(n)$ are the set of skew-symmetric, Hermitian operators $J_{i j}$ with the commutation relations

$$
\begin{align*}
& {\left[J_{m j}, J_{k l}\right]=i\left(\delta_{m k} J_{j l}+\delta_{j l} J_{m k}\right.} \\
& \left.\quad-\delta_{j k} J_{m l}-\delta_{m l} J_{j k}\right), \tag{2.1}
\end{align*}
$$

where $m, j, k$, and $l$ run from 1 to $n$. The number of independent generators of $O(n)$ is therefore $\frac{1}{2} n(n-1)$.
The infinitesimal generators of a Lie group are best expressed in standard form ${ }^{8}$ in which they are organized into one set of $k$ commuting operators ( $H$ type), where $k$ is the rank of the group, and a set of raising and lowering generators ${ }^{9}$ ( $E$ type). In $O(3)$, for example, $H, E_{1}, E_{-1}$ correspond to $J_{12}, J_{13}+i J_{23}$, $J_{13}-i J_{23}$, respectively. For both $O(2 k+1)$ and $O(2 k)$ it is convenient to choose the $k$ commuting operators as $J_{12}, J_{34}, J_{56}, \cdots, J_{2 k-1,2 k}$. It is useful to further classify the raising and lowering generators into two types, those which connect the group $O(n)$ to its subgroups, to be denoted by $Q$, and those which operate within the space of the subgroups only, to be denoted by $\rho$, so that there are three types of operators in all. In $O(7)$, for example, operators of type $Q$ are linear combinations of the $J_{i 7}$, while operators of type $\rho$ involve only $J_{i j}$ with both $i, j<7$.
The three types of operators are defined as follows:
(a) $O(2 k+1)$

Type (1) $H_{\alpha}=J_{2 \alpha-1,2 \alpha}, \quad \alpha=1,2, \cdots, k$,
(2) $Q_{2 k+1, \pm \alpha}=J_{2 \alpha-1,2 k+1} \pm i J_{2 \alpha, 2 k+1}$,

$$
\begin{equation*}
\alpha=1,2, \cdots, k \tag{2.2}
\end{equation*}
$$

(3) $\rho_{\alpha \beta}=\left[Q_{2 k+1, \alpha}, Q_{2 k+1, \beta}\right]$,

$$
\alpha, \beta= \pm 1, \cdots, \pm k, \quad \beta \neq-\alpha ;
$$

(b) $O(2 k)$

Type (1) $H_{\alpha}=J_{2 \alpha-1,2 \alpha}$,

$$
\alpha=1,2, \cdots, k-1
$$

(2) $Q_{2 k, k}=J_{2 k-1,2 k}\left(=H_{k}\right)$,
$Q_{2 k, \pm \alpha}=J_{2 \alpha-1,2 k} \pm i J_{2 \alpha, 2 k}$, $\alpha=1,2, \cdots, k-1$,
(3) $\rho_{\alpha \beta}=\left[Q_{2 k, \alpha}, Q_{2 k, \beta}\right]$,
$\alpha, \beta= \pm 1, \pm 2, \cdots, \pm(k-1), k$,

$$
\beta \neq-\alpha,
$$

[^41](Note that $H_{k}$ is now included among the type 2 operators, and that $\rho_{a,-\alpha}$ is not of type 3 but, from its definition, is merely equal to $2 J_{2 \alpha-1,2 \alpha}$.) The basic commutators of these operators are then
\[

$$
\begin{align*}
{\left[J_{2 \alpha-1,2 \alpha}, J_{2 \beta-1,2 \beta}\right] } & =0,  \tag{2.4}\\
{\left[J_{2 \alpha-1,2 \alpha}, \rho_{\beta \gamma}\right] } & =\left(\delta_{\alpha \beta}+\delta_{\alpha \gamma}-\delta_{\alpha,-\beta}-\delta_{\alpha,-\gamma}\right) \rho_{\beta \gamma}, \tag{2.5}
\end{align*}
$$
\]

$$
\begin{align*}
{\left[J_{2 \alpha-1,2 \alpha}, Q_{n \beta}\right] } & =\left(\delta_{\alpha \beta}-\delta_{\alpha,-\beta}\right) Q_{n \beta},  \tag{2.6}\\
{\left[\rho_{\alpha \beta}, Q_{n \gamma}\right] } & =2\left(\delta_{\beta,-\gamma} Q_{n \alpha}-\delta_{\alpha,-\gamma} Q_{n \beta}\right),  \tag{2.7}\\
{\left[\rho_{\alpha \beta}, \rho_{\gamma \delta}\right] } & =2\left(\delta_{\alpha,-\delta} \rho_{\beta \gamma}+\delta_{\beta,-\gamma} \rho_{\alpha \delta}\right. \\
& \left.-\delta_{\alpha,-\gamma} \rho_{\beta \delta}-\delta_{\beta,-\delta} \rho_{\alpha \gamma}\right) . \tag{2.8}
\end{align*}
$$

The $\rho_{\alpha \beta}$ can also be represented as $Q$-type operators of the subgroups of $O(n)$

$$
\begin{align*}
\rho_{\alpha \beta} & =i\left[Q_{2 \beta-1, \alpha}+i Q_{2 \beta, \alpha}\right], \\
\rho_{\alpha,-\beta} & =i\left[Q_{2 \beta-1, \alpha}-i Q_{2 \beta, \alpha}\right], \quad 0<\alpha<\beta,  \tag{2.9}\\
\rho_{-\alpha, \beta} & =i\left[Q_{2 \beta-1,-\alpha}-i Q_{2 \beta,-\alpha}\right], \quad 2 \beta<n, \\
\rho_{-\alpha,-\beta} & =i\left[Q_{2 \beta-1,-\alpha}+i Q_{2 \beta,-\alpha}\right] .
\end{align*}
$$

## B. The Gel'fand Basis

Gel'fand and Zetlin ${ }^{6}$ have provided a way to completely specify the basis vectors of the irreducible representations of $O(n)$ according to the canonical chain of subgroups $O(n) \supset O(n-1) \supset \cdots \supset O(2)$. For the case $n=2 k+1$

$$
\left|\mathcal{N}_{n \mu}\right\rangle=\left[\begin{array}{lllll}
m_{2 k+1,1} & m_{2 k+1,2} & \cdots & m_{2 k+1, k-1} & m_{2 k+1, k}  \tag{2.10}\\
m_{2 k, 1} & m_{2 k, 2} & \cdots & m_{2 k, k-1} & m_{2 k, k} \\
m_{2 k-1,1} & m_{2 k-1,2} & \cdots & m_{2 k-1, k-1} & \\
\cdots & \cdots & \cdots & m_{2 k-2, k-1} & \\
\cdots & \cdots & \cdots & & \\
\cdots & \cdots & \cdots & & \\
m_{51} & m_{52} & & & \\
m_{41} & m_{42} & & & \\
m_{31} & & & & \\
m_{21} & & &
\end{array}\right] .
$$

For the case $n=2 k$

$$
\left|\mathcal{M}_{n \mu}\right\rangle=\left[\begin{array}{lllll}
m_{2 k, 1} & m_{2 k, 2} & \cdots & m_{2 k, k-1} & m_{2 k, 2}  \tag{2.11}\\
m_{2 k-1,1} & m_{2 k-1,2} & \cdots & m_{2 k-1, k-1} & \\
m_{2 k-2,1} & m_{2 k-2,2} & \cdots & & \\
\cdot & \cdot & & & \\
\cdot & \cdot & & & \\
\cdot & \cdot & & & \\
m_{41} & m_{42} & & & \\
m_{31} & & & & \\
m_{21} & & & &
\end{array}\right] .
$$

The $k$ numbers in the top row characterize the irreducible representations of $O(n)$. The numbers in the next row characterize one of the possible irreducible representations of $O(n-1)$ contained in the specific irreducible representation of $O(n)$, and so forth for successive subgroups of the chain. The numbers in each row thus characterize one of the possible irreducible representations of a specific subgroup. The numbers $m_{61}, m_{62}, m_{63}$, for example, characterize one of the irreducible representations of $O(6) .{ }^{10}$
The Gel'fand basis vectors are not eigenvectors of the $k$ commuting operators $J_{2 \alpha-1,2 \alpha}$. The basis differs in this respect from the corresponding Gel'fandZetlin basis for the unitary groups. ${ }^{1}$ Although the full set of $m_{i j}$ are thus not simply related to the components of the weights, they are nevertheless related to the highest weights of the irreducible representations, since the highest weight state of $O(n)$ is an eigenvector of the set of $J_{2 \alpha-1,2 \alpha}$. The significance of the $m_{n, i}$ is therefore the following:
(a) For $n=2 k+1$,
$m_{2 k+1,1}$ is the maximum possible eigenvalue of $J_{12}$ in $O(2 k+1)$,
$m_{2 k+1,2}$ is the maximum possible eigenvalue of $J_{34}$ when the eigenvalue of $J_{12}$ is $m_{2 k+1,1}$ in $O(2 k+1)$,

[^42]$m_{2 k+1, i}$ is the maximum possible eigenvalue of $J_{2 i-1,2 i}$ when the eigenvalues of $J_{2 \alpha-1,2 \alpha}$ are equal to $m_{2 k+1, \alpha}$ for all $\alpha<i$ in $O(2 k+1)$,
$m_{2 k+1, k}$ is the maximum possible eigenvalue of $J_{2 k-1,2 k}$ when the eigenvalues of $J_{2 \alpha-1,2 \alpha}$ are equal to $m_{2 k+1, \alpha}$ for all $\alpha<k$ in $O(2 k+1)$;
(b) For $n=2 k$,
$m_{2 k, 1}$ is the maximum possible eigenvalue of $J_{12}$ in $O(2 k)$,
$m_{2 k, i}$ is the maximum possible eigenvalue of $J_{2 i-1,2 i}$ when the eigenvalues of $J_{2 \alpha-1,2 \alpha}$ are equal to $m_{2 k, \alpha}$ for all $\alpha<i$ in $O(2 k)$,
$m_{2 k, k-1}$ is the maximum possible eigenvalue of $J_{2 k-3,2 k-2}$ when the eigenvalues of $J_{2 \alpha-1,2 \alpha}$ are equal to $m_{2 k, \alpha}$ for all $\alpha<k-1$ in $O(2 k)$,
$m_{2 k, k}$ is the eigenvalue of $J_{2 k-1,2 k}$ when the eigenvalues of $J_{2 \alpha-1,2 \alpha}$ are equal to $m_{2 k, \alpha}$ for all $\alpha<k-1$ in $O(2 k)$.

The irreducible representations of the subgroups in the chain are characterized in the same way.

The numbers $m_{i j}$ are simultaneously either integral or half integral with restrictions which have been given by Gel'fand and Zetlin ${ }^{6}$ :

$$
\begin{align*}
m_{2 p+1, i} & \geq m_{2 p, i} \geq m_{2 p+1, i+1} \quad(i=1,2, \cdots, p) \\
m_{2 p, i} & \geq m_{2 p-1, i} \geq m_{2 p, i+1} \quad(i=1,2, \cdots, p-1) \\
m_{2 p+1, p} & \geq\left|m_{2 p p}\right| . \tag{2.12}
\end{align*}
$$

These properties are clear once the lowering and raising operators are derived in this paper.

Since the type-1 operators $J_{2 \alpha-1,2 \alpha}$ are not diagonal in the general Gel'fand basis, it is convenient to define a whole hierarchy of subbases of decreasing
complexity:

$$
\begin{aligned}
& {\left[\mathcal{K}_{n \mu}^{(2)}\right] \equiv\left[\mathcal{K}_{n \mu}\right],} \\
& {\left[\mathcal{K}_{n \mu}^{(8)}\right]=\left[\mathcal{K}_{n \mu} ; m_{31}=m_{21}\right],} \\
& {\left[\mathcal{K}_{n \mu}^{(4)}\right]=\left[\mathcal{M}_{n \mu} ; m_{41}=m_{31}=m_{21}\right],} \\
& {\left[\mathcal{K}_{n \mu}^{(5)}\right]=\left[\mathcal{K}_{n \mu} ; m_{51}=m_{41}=m_{31}=m_{21}\right],}
\end{aligned}
$$

$$
\left.\left.\begin{array}{c}
{\left[\mathcal{M}_{n \mu}^{(2 i)}\right]=\left[\mathcal{M}_{n \mu} ; m_{2 i, \alpha}=m_{\beta \alpha}\right.}  \tag{2.13}\\
\alpha=1,2, \cdots, i \\
\beta=2 \alpha, 2 \alpha+1, \cdots, 2 i
\end{array}\right], \quad \begin{array}{c}
{\left[\mathcal{M}_{n \mu}^{(2 i+1)}\right]=\left[\mathcal{K}_{n \mu} ; m_{2 i+1, \alpha}=m_{\beta \alpha}\right.} \\
\alpha=1,2, \cdots, i \\
\beta=2 \alpha, 2 \alpha+1, \cdots, 2 i
\end{array}\right], \$
$$

The base vectors of $\left[\mathcal{K}_{n \mu}^{(q)}\right]$ with $q=2 i$ or $q=2 i+1$ have the special property that they are eigenvectors of the set of commuting operators $J_{2 x-1,2 \alpha}$ with $\alpha=1, \cdots, i$. Any vector of $\left[\mathcal{N}_{n \mu}^{(o)}\right]$ is specified by ( $n-q+1$ ) rows of numbers.

The particular subbasis [ $\mathcal{M}_{n \mu}^{(n-1)}$ ], made up of the base vectors of highest weight in the immediate subgroup $O(n-1)$ of $O(n)$, is of greatest importance in the present discussion. Its states are specified by only two rows of numbers and it has the following special properties.
(1) All of the type-1 operators, $J_{2 \alpha-1,2 \alpha}$ (with $\alpha=$ $1, \cdots, k$ for $n=2 k+1$, and $\alpha=1, \cdots, k-1$ for $n=2 k$ ), are diagonal in this basis.
(2) All of the type-3 raising generators $\rho_{\alpha \beta}, \rho_{\alpha,-\beta}$ ( $0<\alpha<\beta$ ) give zero when operating on any vector of the basis $\left[\mathcal{K}_{n \mu}^{(n-1)}\right]$. This condition is necessary and sufficient to define the basis $\left[\mathcal{N}_{n \mu}^{(n-1)}\right]$. (Note that the generators $\rho_{12}, \rho_{1,-2}, \rho_{13}, \rho_{1,-3}, \rho_{23}, \rho_{2,-3}, \cdots$ are naturally considered as raising generators, whereas $\rho_{-1,2}, \rho_{-1,-2}, \rho_{-1,3}, \rho_{-1,-3}, \rho_{-2,3} \rho_{-2,-3}, \cdots$ are lowering generators.)

The raising and lowering operators which are the subject of this paper are best defined in terms of the subbasis $\left[\mathcal{H}_{n \mu}^{(n-1)}\right]$. They are the operators which raise or lower by one integer one of the quantum numbers $m_{n-1, i}$ of the second row without leaving the subbasis [ $\mathcal{N}_{n \mu}^{(n-1)}$ ], that is the space of base vectors of highest weight in the immediate subgroup. In particular, the full set of states of [ $\mathcal{M}\left({ }_{n \mu}^{(n-1)}\right]$ can be constructed by repeated operation with the various lowering operators of $O(n)$ on the highest weight state of a specific irreducible representation, namely $\left[\mathcal{K}_{n \mu}^{(n)}\right]$. The set of states of $\left[\mathcal{M}_{n \mu}^{(n-2)}\right]$ can then be constructed by successive
operation with lowering operators of $O(n-1)$ on the states of $\left[\mathcal{K}_{n \mu}^{(n-1)}\right]$ which are highest weight states of irreducible representations of $O(n-1)$, and so forth, until the full set of Gel'fand states has been reached by successive stepdown operations with the lowering operators of $O(n), O(n-1), \cdots, O(3)$.

## 3. THE RAISING AND LOWERING OPERATORS AND THEIR GRAPHS

In $O(3)$ the raising (and lowering) generators $J_{13} \pm i J_{23} \equiv Q_{3, \pm 1}$ are themselves raising (and lowering) operators; that is, $Q_{3,+1}$ operating on a state $|l, m\rangle$ converts it into a state $|l, m+1\rangle$. In $O(n)$, with $n>3$, the raising and lowering generators $Q_{n, i}$ have matrix elements connecting very many different states of the general Gel'fand basis, and when operating on a state of $\left[\mathcal{K}_{n \mu}^{(n-1)}\right]$ do not give states belonging solely to $\left[\mathcal{M}_{n \mu}^{(n-1)}\right]$.

By forming polynomial functions of the raising and lowering generators, it is possible to construct raising and lowering operators, to be denoted by $O_{n, \pm i}$, which have the simple property that they raise (or lower) by one integer one of the quantum numbers $m_{n-1, i}$ of the subbasis [ $\mathcal{N}_{n \mu}^{(n-1)}$ ] without leaving this subbasis, that is, the space of base vectors of highest weight in the immediate subgroup $O(n-1) .^{11}$ Specifically $O_{n \pm i}$ is defined by
$O_{n, \pm i}\left|\begin{array}{lllllc}m_{n 1} & m_{n 2} & \cdots & m_{n i} & \cdots & m_{n k} \\ m_{n-1,1} & m_{n-1,2} & \cdots & m_{n-1, i} & \cdots & \cdot\end{array}\right\rangle$
$=N^{\prime}\left|\begin{array}{llllll}m_{n 1} & m_{n 2} & \cdots & m_{n i} & \cdots & m_{n k} \\ m_{n-1,1} & m_{n-1,2} & \cdots & m_{n-1, i} \pm 1 & \cdots & \cdot\end{array}\right\rangle$,
where $N^{\prime}$ is a normalization factor and $\mid>$ denotes a normalized state. To save writing, only the column that suffers change is indicated:

$$
\begin{align*}
O_{n, \pm i}\left|\begin{array}{l}
m_{n i} \\
m_{n-1, i}
\end{array}\right\rangle & =N^{\prime}\left|\begin{array}{l}
m_{n i} \\
m_{n-1, i} \pm 1
\end{array}\right\rangle, \\
& \begin{cases}i=1,2, \cdots, k, & n=2 k+1, \\
i=1,2, \cdots, k-1, & n=2 k .\end{cases} \tag{3.2}
\end{align*}
$$

For $n=2 k$ it is also convenient to introduce the zero-step operator, $O_{2 k, k}$

$$
\begin{align*}
& O_{2 k, k}\left|\begin{array}{llllll}
m_{2 k, 1} & \cdots & m_{2 k, i} & \cdots & m_{2 k, k-1} & m_{2 k, k} \\
m_{2 k-1,1} & \cdots & m_{2 k-1, i} & \cdots & m_{2 k-1, k-1}
\end{array}\right\rangle \\
& =N^{\prime}\left|\begin{array}{llllll}
m_{2 k, 1} & \cdots & m_{2 k, i} & \cdots & m_{2 k, k-1} & m_{2 k, k} \\
m_{2 k-1,1} & \cdots & m_{2 k-1, l} & \cdots & m_{2 k-1, k-1}
\end{array}\right\rangle \tag{3.3}
\end{align*}
$$

[^43]or
\[

O_{2 k, k}\left|$$
\begin{array}{l}
m_{2 k, i}  \tag{3.4}\\
m_{2 k-1, i}
\end{array}
$$\right\rangle=N^{\prime}\left|$$
\begin{array}{l}
m_{2 k, i} \\
m_{2 k-1, i}
\end{array}
$$\right\rangle
\]

Since

$$
\left|\begin{array}{l}
m_{n i} \\
m_{n-1, i}
\end{array}\right\rangle \text { and }\left|\begin{array}{l}
m_{n i} \\
m_{n-1, i} \pm 1
\end{array}\right\rangle \in\left[\mathcal{M}_{n \mu}^{(n-1)}\right]
$$

$O_{n, \pm i}$ and $O_{2 k, k}$ must satisfy
(1)

$$
\begin{align*}
& {\left[J_{2 \alpha-1,2 \alpha}, O_{n i}\right]=\delta_{\alpha i} O_{n i},} \\
& {\left[J_{2 \alpha-1,2 a}, O_{n-i}\right]=-\delta_{\alpha i} O_{n,-i}, \quad\left[J_{2 \alpha-1,2 \alpha}, O_{2 k, k}\right]=0, \quad 0<\alpha<k,}
\end{align*}
$$

(2)

$$
\begin{align*}
{\left[\rho_{\alpha \beta}, O_{n, \pm i}\right]\left|\begin{array}{l}
m_{n i} \\
m_{n-1, i}
\end{array}\right\rangle } & =0, \\
{\left[\rho_{\alpha \beta}, o_{2 k, k}\right]\left|\begin{array}{l}
m_{n i} \\
m_{n-1, i}
\end{array}\right\rangle } & =0,  \tag{3.6}\\
{\left[\rho_{\alpha,-\beta}, o_{n, \pm i}\right]\left|\begin{array}{l}
m_{n i} \\
m_{n-1, i}
\end{array}\right\rangle } & =0, \\
{\left[\rho_{\alpha,-\beta}, o_{2 k, k}\right]\left|\begin{array}{l}
m_{n i} \\
m_{n-1, i}
\end{array}\right\rangle } & =0, \quad 0<\alpha<|\beta| .
\end{align*}
$$

Equations (3.5) and (3.6) are necessary and sufficient conditions that $O_{n, \pm i}$ be raising (lowering) operators. Equations (3.6) apply to all of the raising generators of the subgroup $O(n-1)$ and ensure that the state $O_{n, \pm i}\left|m_{n i}, m_{n-1, i}\right\rangle$ is a highest weight state of the subgroup $O(n-1)$ since the state $\left|m_{n i}, m_{n-1, i}\right\rangle$ has this property. Since the raising and lowering operators are complicated functions of the generators they are best described in terms of graphs, and manipulations involving these operators are also best performed with the aid of these graphs.

## A. Raising Operators and Their Associated Graphs

## Contents of $R_{i}$ graphs

Graphs associated with the raising operator $O_{n, i}$ are to be denoted by $R_{i}$; these graphs consist of the following (see Table I).
(1) A single row of $i$ ordered points numbered from 1 to $i$ with order increasing from right to left.
(2) A connected chain of arrows always pointing from right to left, with (a) any point $1 \leq j \leq i$ as starting point, to be indicated by a circle, (b) end point always at $i$, (c) the arrows which form the links of the connected chain may connect some (possibly all) of the points between the starting point $j$ and the end point $i$ but may skip around others (possibly none).

## Operator Representations of the $R_{i}$ Graphs

Each of the many possible graphs of type $R_{i}$ represents one of the terms of the raising operator $O_{n, i}$.

Table I. The graphs of $\boldsymbol{R}_{\boldsymbol{n}}$ for any $\boldsymbol{n}>\mathbf{8}$.

| GRAPHS | OPERATOA REPRESENTATION OF THE GRAPHS |
| :---: | :---: |
| $\begin{array}{llll} 4 & 3 & 2 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \infty & 0 & 0 & 0 \end{array}$ |  |
| $a_{i-j}=$ | $-a_{j}=2 k \text { or } 2 k+1 \quad a_{j}=2\left(d_{2 \alpha-1,2 \varepsilon+k-\alpha)}\right.$ |

(1) The circle around the starting point $j$ represents the operator $Q_{n, j}$.
(2) An arrow link of the chain connecting points $\alpha$ and $\beta$, with $\alpha<\beta$, represents the operator $\left(-\rho_{\beta,-\alpha}\right)$. [Note that the operator $\left(-\rho_{\beta,-\alpha}\right)=\rho_{-\alpha, \beta}$ with $\alpha<\beta$ is a lowering generator of one of the subgroups of $O(n)$.]
(3) A free point, not connected by one of the arrow links of the chain, is associated in the operator representation of the graph by $a_{j,-i}=a_{j}-a_{i}, a_{\alpha}=$ $2\left(J_{2 \alpha-1,2 \alpha}+k-\alpha\right)$ for $n=2 k$ or $n=2 k+1$. (Note that $a_{j,-i}=a_{-i, j}$, and the vectors of $\left[\mathcal{H}_{n \mu}^{(n-1)}\right.$ ] are eigenvectors of $a_{\alpha}$.)
(4) The full operator represented by one of the $R_{i}$ graphs is the product of all the factors of type ( $-\rho_{\beta,-\alpha}$ ) and $Q_{n, j}$ implied by the various links of the graph. The order of the $Q$ and $\rho$ operators in the product reading from right to left is the same as the order of the links of the chain again reading from right to left, with $-\rho_{i,-\alpha}$ on the extreme left and $Q_{n, j}$ on the right followed on the right by all the commuting operator functions $a_{-i, j}$.

## The Raising Operators

Theorem: $O_{n i}$ is equal to the sum of the operators represented by all possible graphs $R_{n i}$.
Proof: Since all raising generators $\rho_{\alpha, \beta}, \rho_{\alpha,-\beta}$ ( $0<\alpha<|\beta|$ ) can be expressed in terms of commutators of generators of the type $\rho_{j, j+1}$ and $\rho_{j,-(j+1)}$, Eqs. (3.5) and (3.6) follow from

$$
\begin{equation*}
\left[J_{2 a-1,2 a}, O_{n i}\right]=\delta_{a i} O_{n i}, \tag{3.7}
\end{equation*}
$$

$\rho_{j, j+1} O_{n i}\left|\begin{array}{l}m_{n i} \\ m_{n-1, i}\end{array}\right\rangle=0$,

$$
\begin{equation*}
j=1,2, \cdots,(k-1) \tag{3.8}
\end{equation*}
$$

$\rho_{j,-(i+1)} O_{n i}\left|\begin{array}{l}m_{n i} \\ m_{n-1, i}\end{array}\right\rangle=0$.

Equation (3.7) follows at once from the commutators of $J_{2 \alpha-1,2 \alpha}$ with the $\rho$ 's and $Q$ 's [Eqs (2.4)-(2.6)]. Equation (3.8) follows from the fact that a $\rho$ with two positive indices, when commuted through to the right of all factors $\rho_{\beta,-\alpha}$ and $Q_{j}$ of $O_{n i}$, leaves one $\rho$ with two positive indices (which in turn has one such surviving term when commuted to the right), and a $\rho$ with two positive indices gives zero when operating on a state of $\left[\mathcal{K}_{n, i}^{(n-1)}\right]$. Equation (3.9) follows since all the $\rho_{j,-(j+1)}$ commute through to the right side of all factors $\rho$ and $Q$ of $O_{n, i}$ except for the types which involve the indices $j$ and $j+1$, and $\rho_{j,-(j+1)}$ operating on terms including these satisfy the relations written in terms of graphs:


And also

Special examples
$O$ (6)

$$
\begin{aligned}
O_{61}= & Q_{6,1} \\
O_{62}= & Q_{6,2} a_{1-2}+\left(-\rho_{2-1}\right) Q_{6,1} \\
& \odot \cdot+\bullet \hookleftarrow
\end{aligned}
$$

$O(7)$
$O_{7,1}=Q_{7,1}$
$O_{7,2}=Q_{7,8} a_{1-2}+\left(-\rho_{2-1}\right) Q_{7,1}$
$O_{7,3}=Q_{7,3} a_{1-3} a_{2-3}+\left(-\rho_{3-2}\right) Q_{7,2} a_{1-3}$ $+\left(-\rho_{3-1}\right) Q_{7,1} a_{2-3}+\left(-\rho_{3-2}\right)\left(-\rho_{2-1}\right) Q_{7,1}$


## B. Lowering Operators and Their Associated Graphs

The graphs for the raising operators $O_{n, 1}$ are identical for all $k>i$. The graphs for the lowering operators $O_{n,-1}$, however, are not only dependent on the specific value of $n$ but have a slightly different character for the odd- and even-dimensional rotation groups, $n=2 k+1$ and $n=2 k$, so that the two cases must be discussed separately. Graphs associated with the lowering operators $O_{2 k+1,-i}$ are to be denoted by $\mathfrak{L}_{2 k+1, i}$

$$
\text { (1) } \mathfrak{L}_{2 k+1, i} \text { Graphs }
$$

The $\mathcal{L}_{2 k+1, i}$ graphs consist of the following (see Table II).
(a) Two rows of ordered points, $k$ points in the bottom row numbered from 1 to $k$ with order increasing from right to left, and $k-i+1$ points in

Table II. The graphs of $\mathfrak{E}_{7,2}$.

| GRAPHS | OPERATOR REPRESENTATION OF THE GRAPHS |
| :---: | :---: |
| -3 02 <br> $\cdot 3$ $\cdot 2$ <br> 1  | $0_{7-2} \quad 0_{2-3} 0_{23} \quad 0_{22}{ }^{a_{21}}$ |
| $\stackrel{\bullet}{\bullet-}$ | $\left.{ }^{\left(-p_{-23}\right.}\right)^{0_{7-3}}{ }^{0} 23{ }^{a_{22}}{ }^{a_{21}}$ |
| $\stackrel{\circ}{\circ}-$ | $\left(-\rho_{-2-3}\right)^{0_{73}}{ }^{a_{2-3}}{ }^{o_{22}}{ }^{a_{21}}$ |
| $\rightarrow_{0}^{+0}$ | ${ }^{\left(-\rho_{-23}\right)}{ }^{\left(-\rho_{-3-2}\right)} 0_{72} a_{23} a_{21}$ |
| - | $\left(-p_{-2-3}\right)^{\left(-p_{3-2}\right)} a_{72} a_{2-3} a_{21}$ |
| $\because 40$ | $\left.\left(-p_{-2-1}\right) Q_{7}\right)^{a_{2-3}} a_{23} a_{22}$ |
| 0 | $\left(-p_{23}\right)^{1\left(-p_{-3-1}\right)} 0_{71} a_{23} a_{22}$ |
| $\cdots$ | $\left(-p_{-2-3}\right)\left(-p_{3-1}\right) 0_{71} a_{2-3} a_{22}$ |
|  | $\left(-p_{-23}\right)\left(-p_{-3-2}\right)^{\left(-p_{2-1}\right)} 0_{71} 0_{23}$ |
| + +0 | $\left.\left(-\rho_{-2-3}\right)^{\left(-\rho_{3-2}\right.}\right)^{\left(-\rho_{2-1}\right)} 0_{71} 0_{2-3}$ |
| $a_{i j}=a_{i}$ | $o_{a}=2\left(J_{2 a-1,2 a}+3-a\right)^{a_{i-j} a_{i}-a_{j}}$ |

the top row with order decreasing from left to right starting with $k$ at the left and ending with $i$ so that the point, $j(i \leq j \leq k)$, in the top row sits above the point $j$ of the bottom row.
(b) A connected chain of arrows forming a clockwise path, the arrows always pointing from right to left in the bottom row and from left to right in the top row, with (i) any point of either the top or bottom row as starting point, to be indicated by a circle, (ii) end point always at $i$ of the top row, (iii) no vertical arrows (that is, no connections from point $l$ in the bottom row to point $l$ in the top row), (iv) no arrows pointing downward [that is, no arrows with starting points (tails) in the top row and end points (arrowheads) in the bottom row], (v) the arrows which form the links of the connected chain may then be directed from point $\alpha$ in the botton row to point $\beta$ in the
bottom row with $(\beta>\alpha)$, from point $\mu$ in the top row to point $\nu$ in the top row with ( $\nu<\mu$ ), or from point $\alpha$ in the bottom row to any point $\sigma$ in the top row $\sigma \lesseqgtr \alpha$, but $\sigma \neq \alpha$.
(2) Operator Representations of the $\mathfrak{£}_{2 k+1, i}$ Graphs
(a) The circle around the starting point, say $j$, represents the operator $Q_{2 k+1, j}$ when it is in the bottom row and $Q_{2 k+1,-j}$ when in the top row.
(b) An arrow link of the chain connecting point $\alpha$ to point $\beta$ represents the operator
(i) $\left(-\rho_{\beta,-\alpha}\right)$ when $\alpha<\beta$, both points in bottom row,
(ii) $\left(-\rho_{-\beta, \alpha}\right)$ when $\alpha>\beta$, both points in top row, (iii) $\left(-\rho_{-\beta,-\alpha}\right)$ with $\alpha$ in the bottom row, $\beta$ in
top row.
(c) A free point not connected by one of the arrow links of the chain is represented by the operator function $a_{i,-\alpha}=a_{i}-a_{\alpha}$ when $\alpha$ is in the top row and $a_{i \alpha}=a_{i}+a_{\alpha}$ when $\alpha$ is in the bottom row, where $a_{\alpha}=2\left(J_{2 \alpha-1,2 \alpha}+k-\alpha\right)$, as before.
(d) The full operator, represented by one of the graphs $\complement_{2 k+1, i}$, is again the product of all factors of type $\rho$ and $Q$ implied by the links of the graph. The order of the $Q$ and $\rho$ operators in the product reading from right to left is the same as the order of the links of the chain starting with the encircled point and ending at point $i$ of the top row, with $Q$ followed on the right by all the factors $a_{i \pm \alpha}$ implied by the free points of the graph.

$$
\text { (3) } £_{2 k, i} \text { Graphs }
$$

Graphs associated with the lowering operators $O_{2 k,-i}$ of the orthogonal group in an even number of dimensions are to be denoted by $\mathcal{L}_{2 k, i}$ (see Table III). The graphs $\mathbb{L}_{2 k, i}$ have the same structure as the graphs $\mathcal{L}_{2 k+1, i}$ with the exception that the two points $k$ are replaced by a single point to be placed halfway between the top and bottom rows but to the left of the two points $(k-1)$. The rules for the construction of the operators represented by the graphs $\mathfrak{L}_{2 k, i}$ are the same as those for the graphs $\mathfrak{L}_{2 k+1, i}$ except for the following.
(a) A free point, not connected by one of the arrow links of the chains and if placed in the $\alpha$ th position of the bottom row, is to be denoted by $b_{i \alpha}=a_{i \alpha}-2$. If the $k$ th point is a free point it is to be denoted by $c_{i}=\frac{1}{2}\left(a_{i}-2\right)$. (Free points of the top row are associated with $a_{i,-\alpha}$, as for $\mathcal{L}_{2 k+1, i}$.)
(b) For the special case $i=k$, required for the zero-step operator, the free points of the bottom row (say in position $\alpha$ ) are now to be denoted merely by

Table III. The graphs of $\mathrm{L}_{6,1}$.

| GRAPHS | operator representation of the graphs |
| :---: | :---: |
| - - | $a_{6-1} a_{1-2} \quad c_{1} b_{12} \quad b_{11}$ |
| $\bullet \stackrel{\bullet}{\bullet}$ | $\left(-p_{-12}\right) Q_{6-2} \quad c_{1} \quad b_{12} \quad b_{11}$ |
| $0 \rightarrow 0$ | $\left(-p_{-13}\right) Q_{6-3} a_{1-2} b_{12} b_{11}$ |
| $\cdots \square$ | $\left({ }^{-p_{-12}}\right)\left(-p_{-23}\right) a_{6-3} b_{12} b_{11}$ |
| - 0 | $\left(-p_{-1-2}\right) o_{62} a_{1-2} \quad c_{1} b_{11}$ |
| 40 | $\left(-\rho_{-13}\right)\left(-\rho_{-3-2}\right) o_{62} a_{1-2} b_{11}$ |
| $\cdots+$ | $\left(-p_{-12}\right)\left(-\rho_{-23}\right)\left(-\rho_{-3-2}\right) a_{62} b_{11}$ |
| - 0 | $\left(-p_{-12}\right)\left(-p_{-2-1}\right) a_{61} c_{1} b_{12}$ |
|  | $\left(-p_{-13}\right)\left(-p_{-3-1}\right) a_{61} a_{1-2} b_{12}$ |
|  | $\left(-p_{-12}\right)\left(-p_{-23}\right)\left(-p_{-3-1}\right) Q_{61} o_{12}$ |
| - $+\infty$ | $\left(-p_{-1-2}\right)\left(p_{2-1}\right) Q_{61} a_{1-2} c_{1}$ |
| $\alpha<$ | $\left(-p_{-13}\right)\left(-p_{-3-2}\right)\left(-\rho_{2-1}\right) Q_{61} a_{1-2}$ |
| $\rightarrow 0$ | $\left(-p_{-12}\right)\left(-p_{-23}\right)\left(-p_{-3-2}\right)\left(-p_{2-1}\right) o_{61}$ |
| $a_{i \pm j}=a_{i \pm} a_{j}$ | $\mathrm{b}_{i j}=\mathrm{a}_{\mathrm{ij}}-2 \quad \mathrm{c}_{\mathrm{i}}=1 / 2\left(\mathrm{a}_{\mathrm{i}-2}\right)$ |
| $0_{6,3}=0_{6,-3}$ | $P_{\alpha, 3}=P_{\alpha,-3} \quad o_{a}=2\left(J_{2 \alpha-1,2 a+3-\alpha)}\right.$ |

$a_{\alpha}$. (The points of the top row play no role whatsoever in this special case.)

Theorem: $O_{2 k+1,-i}, O_{2 k,-i}$ is equal to the sum of the operators represented by all the possible graphs of $\mathfrak{£}_{2 k+1, i}$ and $\mathfrak{£}_{2 k, i}$ respectively.

Proof: (a) $\left[J_{2 \alpha-1,2 \alpha}, O_{n,-i}\right]=-O_{n,-i} \delta_{\alpha i}$
This again follows at once from the commutators of Eqs. (2.4)-(2.6).
(b) For the relation

$$
\rho_{j,-(j+1)} O_{n,-i}\left|\begin{array}{l}
m_{n i} \\
m_{n-1, i}
\end{array}\right\rangle=0,
$$

the proof is essentially the same as that for the raising operator except that there are two sets of terms like those of Eqs. (3.10)-(3.11). One set arises when $j$ and $j+1$ are both in the bottom row, the other when $j$ and $j+1$ are both in the top row. Both sets of terms sum to zero independently of each other. [The points $m$ and $l$ of Eqs. (3.10)-(3.11) can now be in either top or bottom row.]

The proof of the relation

$$
\rho_{j, j+1} O_{n,-i}\left|\begin{array}{l}
m_{n i} \\
m_{n-1, i}
\end{array}\right\rangle=0
$$

is much more complicated since more summations of graphs are involved. However, the method is identical ${ }^{12}$ to that illustrated by Eqs. (3.10)-(3.11).

[^44](4) Special Examples of Lowering Operators ${ }^{13}$

0 (s)


Not all the graphs give independent operators. In $O_{7,-1}$, for example, only 15 out of the 21 graphs are independent. The remaining six give operators which can be written as linear combinations of the 15 independent ones. Terms 16 and 18, for example, are related by

It is most convenient, however, to treat all graphs on an equal footing to preserve both the over-all symmetry of the expression for $O_{n,-i}$ and the uniform and simple factoring of the operators associated with an individual graph. The operator representations of the various graphs all have the same structure, differing only in the number of factors of type $\rho$ and $a$. The total number of operator factors for each graph of $\mathfrak{L}_{n i}$ is equal to $n-i$.

[^45]
## C. Some Properties of the Raising and Lowering Operators

The raising and lowering operators which have been constructed have meaning only when they operate on the basis $\left[\mathcal{N}_{n \mu}^{(n-1)}\right]$. It is interesting to note that the operators $O_{n, \pm \alpha}$ together with the $J_{2 \alpha-1,2 a}$ form a Lie algebra with respect to $\left[\mathcal{N}_{n \mu}^{(n-1)}\right]$. The raising and lowering operators have not yet been normalized. However, the unnormalized operators $O_{n, \alpha}$ have the simple property

$$
\begin{equation*}
\left[O_{n i}, O_{n j}\left|\mathcal{K}_{n \mu}^{(n-1)}\right\rangle=0, \quad i \neq-j\right. \tag{3.12}
\end{equation*}
$$

With respect to the basis $\left[\mathcal{N}_{n \mu}^{(n-1)}\right]$, the set of operators $O_{n \alpha}, O_{n,-\alpha}, J_{2 \alpha-1,2 \alpha}$ thus commutes with any other set $O_{n \beta}, O_{n,-\beta}, J_{2 \beta-1,2 \beta}(\beta \neq \alpha)$, so that the Lie algebras mentioned above breaks up into a set of $k$, ( $k-1$ ), commuting algebras of order three for dimension $n=2 k+1(n=2 k)$, respectively. Equation (3.12) can be verified by direct computation or obtained from the following considerations.

From the uniqueness of the base vector

$$
\left|\begin{array}{ll}
m_{n i} & m_{n j} \\
m_{n-1, i} \pm 1 & m_{n-1, j} \pm 1
\end{array}\right\rangle
$$

the states $O_{n i} O_{n j}\left|\mathcal{M}_{n \mu}^{(n-1)}\right\rangle, O_{n j} O_{n i}\left|\mathcal{K}_{n \mu}^{(n-1)}\right\rangle$ can differ by at most a constant:

$$
\begin{equation*}
O_{n i} O_{n j}\left|\mathcal{M}_{n \mu}^{(n-1)}\right\rangle=c_{i j} O_{n j} O_{n i}\left|\mathcal{H}_{n \mu}^{(n-1)}\right\rangle \tag{3.13}
\end{equation*}
$$

The constant $c_{i j}$ can be shown to be unity by comparing the coefficients of the terms with the largest number of factors of type $\rho$ on each side of Eq. (3.13). The term with the largest number of factors $\rho$ for a single operator $O_{n i}$ arises from a single graph and has the coefficient unity in all cases except $i<0, n=2 k+1$. In the latter case it arises from two graphs (e.g., graphs Nos. 9 and 10 of Table II) whose summed coefficient (on the right) is equal to $a_{i i}$. This has the same eigenvalue when operating on the state $\left|\mathcal{K}_{n \mu}^{(n-1)}\right\rangle$ or on $O_{n j}\left|\mathcal{M} \mathcal{M}_{n \mu}^{(n-1)}\right\rangle$. Thus $c_{i j}=1$.

## 4. THE NORMALIZATION

The raising and lowering operators $O_{n, i}$ do not yield normalized basis vectors. It is therefore important to define normalized raising and lowering operators, to be denoted by $U_{n, i}$, which differ from the $O_{n i}$ merely by a normalization factor. The calculation of these normalization factors is presented in this section.

The results for the even- and odd-dimensional orthogonal group are somewhat different. For $n=2 k+1$
the normalized raising and lowering operators are ${ }^{14}$
where

$$
\begin{equation*}
a_{i \pm \alpha}=2\left(J_{2 i-1,2 i}+k-i\right) \pm 2\left(J_{2 \alpha-1,2 \alpha}+k-\alpha\right) \tag{4.3}
\end{equation*}
$$

with eigenvalue $2\left(m_{2 k i}+k-i\right) \pm 2\left(m_{2 k \alpha}+k-\alpha\right)$ in the restricted basis $\left[\mathbb{K}_{2 k+1, \mu}^{(2 k)}\right]$. The superscript zero on a subscript of $a_{i \alpha}$ has the following meaning: the
eigenvalue of the corresponding $J_{2 \alpha-1,2 \alpha}$ is to take its highest possible value in $O(2 k+1)$. For example, the eigenvalue of $a_{i z^{0}}^{(2 k+1)}$ is

$$
2\left(m_{2 k i}+k-i\right)+2\left(m_{2 k+1, \alpha}+k-\alpha\right) .
$$

For $n=2 k$ the normalized raising and lowering operators are

$$
\begin{equation*}
\left.U_{2 k,-i}=O_{2 k,-i} \frac{1}{2} \left\lvert\, \frac{1}{b_{i i} c_{i}} \frac{2}{b_{i i^{(2 k}}^{(2 k)}} \frac{2}{\left(a_{i,-k^{0}}^{(2 k)}-2\right)} \frac{2}{\left(a_{i}^{(2 k)},-i\right.}+2\right.\right)\left.\frac{2}{b_{i k^{\circ}}^{(2 k)}} \prod_{\alpha=1}^{i-1} \frac{\left(a_{-i \alpha}+2\right)}{\left(a_{-i a^{0}}^{(2 k)}+2\right) b_{i \alpha} b_{i a^{\circ}}^{(2 k)}} \prod_{\beta=i+1}^{k-1} \frac{1}{a_{i,-\beta} b_{i \beta}\left(a_{i,-\beta^{\circ}}^{(2 k)}-2\right) b_{i \beta^{0}}^{(2 k)},}\right|^{\frac{1}{2}}, \tag{4.4}
\end{equation*}
$$

where $a_{i \alpha}, a_{i \sigma^{\circ}}^{(2 k)}$ are defined as before, and $b_{i \alpha}=a_{i \alpha}-2, c_{i}=\frac{1}{2}\left(a_{i}-2\right)$.
The general basis vector for the orthogonal group can then be generated by successive applications of these operators. Taking the case $n=2 k+1$ as an example,

$$
\begin{align*}
& \left|\cdot \mathcal{K}_{2 k+1 \mu}^{(2 k)}\right\rangle=U_{2 k+1-1}^{m_{2 k+1,1}-m_{2 k, 1}} U_{2 k+1,-2}^{m_{2 k+1,2}-m_{2 k, 2}} \cdots U_{2 k+1,-k}^{m_{2 k+1, k}-m_{2 k, k}}\left|\mathcal{M}_{2 k+1, \mu}^{(2 k+1)}\right\rangle=\prod_{\alpha=1}^{k} U_{2 k+1,-\alpha}^{m_{2 k+1, \alpha-\alpha}-m_{2 k}{ }_{2 k}}\left|\mathcal{M}_{2 k+1, \mu}^{(2 k+1)}\right\rangle, \\
& \left|\mathcal{M}_{2 k+1, \mu}^{(2 k-1)}\right\rangle=U_{2 k,-1}^{m_{2 k}-m_{2 k-1,1}} U_{2 k,-2}^{m_{2 k, 2}-m_{2 k-1,2}} \cdots U_{2 k,-(k-1)}^{m_{2 k}}{ }^{\left(2 k-1-m_{2 k-1, k-1}\right.}\left|\cdot \mathcal{M}_{2 k+1, \mu}^{(2 k)}\right\rangle=\prod_{\beta=1}^{\vec{k}} U_{2 k,-\beta}^{m_{2 k}, \beta-m_{2 k-1, \beta}}\left|\cdot \mathcal{M}_{2 k+1, \mu}^{(2 k)}\right\rangle, \tag{4.6}
\end{align*}
$$

$$
\left|\mathcal{M}_{2 k+1, \mu}^{(3)}\right\rangle=U_{3-1}^{m_{31}-m_{21}}\left|\mathcal{M}_{2 k+1, \mu}^{(3)}\right\rangle .
$$

Therefore

$$
\begin{equation*}
\left|\mathcal{H}_{2 k+1, \mu}\right\rangle=\stackrel{\prod_{i=3}^{2 k+1}}{\prod_{j=1}^{[i-1]}} U_{i-j}^{m_{i \alpha}-m_{i}-1, \alpha}\left|\mathcal{M}_{2 k+1, \mu}^{(2 k+1)}\right\rangle, \tag{4.7}
\end{equation*}
$$

where

$$
[n]= \begin{cases}\frac{1}{2}(n-1), & n \text { odd }, \\ \frac{1}{2} n, & n \text { even } .\end{cases}
$$

The symbol $\vec{\Pi}$ with an arrow means that terms are to be arranged in increasing order from left to right. Note that the eigenvalues of the $a_{i x}$ depend upon the exact position of these factors in the ordered product.
A. Normalization Factor for the Case $n=2 k+1$

Since the lowering operators $O_{2 k+1,-a}$ form a commuting set of operators in the restricted basis

[^46][ $\left.\mathcal{M}_{2 k+1, \mu}^{(2 k)}\right]$, it is sufficient to consider the special vector $|i\rangle$ in the calculation of the normalization factor associated with $O_{2 k+1,-i}$, where $|i\rangle$ is defined by
\[

$$
\begin{equation*}
\left.|i\rangle=\mid\left[\mathcal{M}_{2 k+1, \mu}^{(2 k)}\right] ; m_{2 k, \alpha}=m_{2 k+1, \alpha} \text { for } \alpha \neq i\right\rangle . \tag{4.8}
\end{equation*}
$$

\]

Before calculating the normalization factors, a number of preparatory steps are taken.

## (1) The Quadratic Casimir Invariant

It is well known that $\sum_{i<i}^{2 k+1} J_{i j}^{2}$ is a quadratic invariant of $O(2 k+1)$,

$$
\begin{equation*}
\sum_{i<j}^{2 k+1} J_{i j}^{2}\left|\mathcal{M}_{2 k+1, \mu}^{(\alpha)}\right\rangle=C_{2 k+1}\left|\mathcal{M}_{2 k+1, \mu}^{(\alpha)}\right\rangle \text { for all } \alpha \tag{4.9}
\end{equation*}
$$

Expressing $J_{i j}$ in terms of the $Q$ operators of both

$$
\begin{align*}
& U_{2 k+1, i}=\left|\left(\prod_{\alpha=1}^{i-1} \frac{a_{i \alpha}}{\left(a_{-i, \alpha}+2\right)\left(a_{-i \alpha^{0}}^{2 k+1)}+2\right) a_{i \alpha^{\circ}}}\right)\left(\prod_{\beta=i+1}^{k} \frac{a_{i-\beta} a_{i \beta}}{a_{i \beta^{(2)}}^{(2 k+1)}\left(a_{i,-\beta}^{(2 k+1}-2\right)}\right) \frac{2}{a_{i i^{(2 k+1)}}^{(2 k+1)}} \frac{2}{\left(a_{i,-i}^{(2 k+1)}+2\right)}\right|^{\frac{1}{2}} o_{2 k+1, i},  \tag{4.1}\\
& U_{2 k+1,-i}=O_{2 k+1,-i} \frac{1}{a_{i i}}\left|-\frac{2}{a_{i i^{c}}^{(2 k+1)}} \frac{2}{\left(a_{i}^{(2 k+1)}+2\right)} \prod_{\alpha=1}^{i-1} \frac{\left(a_{-i \alpha}+2\right)}{a_{i z}\left(a_{-i, \alpha^{0}}^{(2 k+1)}+2\right) a_{i \alpha}^{(2 k+1)}} \prod_{\beta=i+1}^{k} \frac{1}{a_{i,-\beta} a_{i \beta} a_{i \beta^{0}}^{\left(2 \alpha^{\circ}+1\right)}\left(a_{i,-\beta}^{(2 k+1)}-2\right)}\right|^{\frac{1}{2}}, \tag{4.2}
\end{align*}
$$

Eqs. (2.2) and (2.3) the invariant takes the form

$$
\begin{align*}
& \sum_{i<j}^{2 k+1} J_{i j}^{2}=\sum_{i=1}^{k} Q_{2 k+1,-i} Q_{2 k+1, i}+\sum_{0<i<j}^{k} Q_{2 j,-i} Q_{2 j, i} \\
&+\sum_{0<i<j}^{k} Q_{2 j-1,-i} Q_{2 j-1, i}+\sum_{i=1}^{k} J_{2 i-1,2 i}^{2} \\
&+\sum_{i=1}^{k}(2 k-2 i+1) J_{2 i-1,2 i} . \tag{4.10}
\end{align*}
$$

By applying (4.10) to

$$
\left|\mathcal{M}_{2 k+1, \mu}^{(2 k+1)}\right\rangle
$$

and using the fact that the raising generators $Q_{i}$ give zero when operating on the highest-weight state, the invariant can be evaluated:

$$
\begin{equation*}
C_{2 k+1}=\sum_{\alpha=1}^{k} m_{2 k+1, \alpha}^{2}+\sum_{\alpha=1}^{k}(2 k-2 \alpha+1) m_{2 k+1, \alpha} . \tag{4.11}
\end{equation*}
$$

(2) Some Preparatory Lemmas

Lemma 1:

$$
\begin{equation*}
Q_{n, j}|i\rangle=0 \quad \text { for } \quad 0<j<i, \tag{4.12}
\end{equation*}
$$

where the vector $|i\rangle$ is defined by Eq. (4.8).
Proof:

$$
\begin{aligned}
& O_{n \alpha}=\sum_{\beta=1}^{\alpha} g_{\alpha \beta}(\rho) Q_{n \beta}, \\
& Q_{n \beta}=\sum_{\beta=1}^{\alpha} h_{\alpha \beta}(\rho) O_{n \beta},
\end{aligned}
$$

since

$$
o_{n \beta}|i\rangle=0 \quad \beta \neq i \quad\left(m_{2 k \beta}=m_{2 k+1 \beta} \quad \beta \neq i\right),
$$

it follows that

$$
Q_{n, j}|i\rangle=0, \quad 0<j<i
$$

Lemma 2:
(i) $\sum_{j \geq i}^{k} Q_{2 k+1,-j} Q_{2 k+1, j}|i\rangle$

$$
\begin{align*}
= & \langle i|\left(m_{2 k+1, i}-J_{2 i-1,2 i}\right) \\
& \times\left(m_{2 k+1, i}+J_{2 i-1,2 i}+2 k-2 i+1\right)|i\rangle . \tag{4.13}
\end{align*}
$$

This is a consequence of Lemma 1 and Eqs. (4.10) and (4.11).

## Lemma 3:

$$
\begin{align*}
\langle i| Q_{n,-l} Q_{n l}|i\rangle & =\langle i| \frac{2 \sum_{m \geq i}^{l-1} Q_{n,-l} Q_{n l}}{a_{i-l}}|i\rangle \\
& =\langle i| \frac{2}{a_{i-l}} \prod_{\alpha=i+1}^{l-1} \frac{a_{i-\alpha}+2}{a_{i-\alpha}} Q_{n,-i} Q_{n i}|i\rangle,
\end{align*}
$$

This follows from the relations

$$
\begin{array}{lll}
\text { (i) }\langle i| Q_{n,-\beta} O_{n \beta}|i\rangle=0, & i<\beta, \\
\text { (ii) }\langle i| \rho_{-\epsilon \lambda}=0, & 0<\epsilon<|\lambda|,
\end{array}
$$

and a process of mathematical induction. Note that (ii) follows from $\langle i| \rho_{-\epsilon \lambda}=\left(-\rho_{\epsilon_{,-\lambda}}|i\rangle^{\dagger}\right.$ and the fact that $-\rho_{\epsilon,-\lambda}$ with $0<\epsilon<|\lambda|$ is a raising generator of a subgroup of $O(n)$. Set $\beta=i+1$ in relation (i). As a consequence of Lemma 1 only two terms of $O_{n \beta}$ (corresponding to the first two graphs of Table I) survive. Commuting $Q_{n,-(i+1)}$ through the factor $\rho_{i+1,-i}$ and using relation (ii), the term arising through the second graph reduces to

$$
-2\langle i| Q_{n,-i} Q_{n i} \prod_{\alpha=1}^{i-1} a_{\alpha,-(i+1)}|i\rangle
$$

Together with the first term this leads to the special case of Eq. (4.14), with $l=i+1$. By similar techniques the case with arbitrary $l$ can be related to that with $l-1$.

## Lemma 4:

$$
\begin{align*}
& \langle i| Q_{2 k+1,-i} Q_{2 k+1, i}|i\rangle \\
& =\langle i| \prod_{i=i+1}^{k} \frac{a_{i,-l}}{\left(a_{i-l}+2\right)}\left(m_{2 k+1, i}-J_{2 i-1,2 i}\right) \\
& \quad \times\left(m_{2 k+1, i}+J_{2 i-1,2 i}+2 k-2 i+1\right)|i\rangle . \tag{4.15}
\end{align*}
$$

This is a direct consequence of Lemma 3 and Lemma 2.

## (3) Evaluation of $\langle i| O_{2 k+1, i} O_{2 k+1,-i}|i\rangle$

All terms in the raising operator $O_{2 k+1, i}$, except the one term containing $Q_{2 k+1, i}$, have at least one factor $\rho_{-\epsilon \lambda}(0<\epsilon<|\lambda|)$ on the left-hand side. Since $\langle i| \rho_{-\epsilon \lambda}=0$, the basic matrix element reduces to

$$
\begin{align*}
& \langle i| O_{2 k+1, i} O_{2 k+1,-i}|i\rangle \\
& \quad=\langle i| Q_{2 k+1, i} O_{2 k+1,-i}|i\rangle \prod_{a=1}^{i-1}\langle i|\left(a_{\alpha-i}+2\right)|i\rangle . \tag{4.16}
\end{align*}
$$

The matrix element $\langle i| Q_{2 k+1, i} O_{2 k+1,-i}|i\rangle$ is evaluated by commuting all of the factors $\rho_{-\epsilon \lambda}$ of $O_{2 k+1,-i}$ through to the left-hand side where they give zero when operating on $\langle i|$. After this process only matrix elements of the type $\langle i| Q_{2 k+1,-j} Q_{2 k+1, j}|i\rangle,(j \geq i)$, survive. Their coefficients are evaluated in Appendix A by a process of summing of graphs. The matrix elements themselves are given by Lemmas 3 and 4. Combining these results (Appendix A), the basic matrix element is

$$
\begin{align*}
& \langle i| O_{2 k+1, i} O_{2 k+1,-i}|i\rangle \\
& =\langle i|\left(\prod_{\alpha=1}^{k} a_{i \alpha} \prod_{\gamma=i+1}^{k}\left(a_{i,-\gamma}-2\right) \prod_{\beta=1}^{i-1}\left(a_{-i \beta}+2\right)\right) \\
& \quad \times\left(m_{2 k+1, i}+J_{2 i-1,2 i}+2 k-2 i\right)|i\rangle . \\
& \quad\left(m_{2 k+1, i}-J_{2 i-1,2 i}+1\right) \tag{4.17}
\end{align*}
$$

In the state $|i\rangle$ all $J_{2 \alpha-1,2 \alpha}$ except that with $\alpha=i$ yield their highest-weight value

$$
\begin{align*}
& \langle i| J_{2 \alpha-1,2 a}|i\rangle=m_{2 k+1, a}, \quad(\alpha \neq i)  \tag{4.18}\\
& \langle i| J_{2 i-1,2 i}|i\rangle=m_{2 k, i}, \quad,
\end{align*}
$$

Thus

$$
\begin{align*}
& \langle i| O_{2 k+1, i} O_{2 k+1,-i}|i\rangle \\
& =\left\langle\mathcal{M}_{2 k+1, \mu}^{(2 k)}\right|\left(m_{2 k+1, i}-J_{2 i-1,2 i}+2 k-2 i\right)\left|\cdot \mathcal{M}_{2 k+1, \mu}^{(2 k)}\right\rangle \\
& \quad \times \frac{1}{2}\left\langle\mathcal{M}_{2 k+1, \mu}^{(2 k)}\right| \prod_{\alpha=1}^{k} a_{i \alpha^{2}}^{(2 k+1)} \prod_{\gamma=i+1}^{k} \\
& \quad \times\left(a_{i,-\gamma}^{(2 k+1)}-2\right) \prod_{\beta=1}^{i}\left(a_{-i \beta^{2}}^{(2 k+1)}+2\right)\left|\mathcal{M}_{2 k+1, \mu}^{(2 k)}\right\rangle . \tag{4.19}
\end{align*}
$$

The superscript zero on a subscript of $a_{i \alpha}$ has been defined in connection with Eq. (4.19). For example, $\left\langle\mathcal{M}_{2 k+1, \mu}^{(2 k)}\right| a_{i,-\gamma}^{(2 k+1)}\left|\mathcal{K}_{2 k+1, \mu}^{(2 k)}\right\rangle=2\left(m_{2 k, i}-m_{2 k+1, \gamma}+\gamma-i\right)$.
B. Normalization Factor for the Case $\boldsymbol{n}=2 k$
(1) The Quadratic Casimir Invariant

$$
\begin{equation*}
\sum_{i<j}^{2 k} J_{i j}^{2}\left|\cdot \mathcal{M}_{2 k, \mu, \mu}^{(\alpha)}\right\rangle=C_{2 k}\left|\cdot \mathcal{M}_{2 k, \mu}^{(\alpha)}\right\rangle \text { for all } \alpha . \tag{4.21}
\end{equation*}
$$

Expressing the $J_{i j}$ in terms of $Q$ operators as before

$$
\begin{align*}
& \sum_{i<j}^{2 k} J_{i j}^{2}=\sum_{i=1}^{k-1} Q_{2 k,-i} Q_{2 k i}+\sum_{0<i<j}^{k-1} Q_{2 j,-i} Q_{2 j i} \\
&+\sum_{0<i<j}^{k} Q_{2 j-1,-i} Q_{2 j-1, i}+\sum_{i=1}^{k} J_{2 i-1,2 i}^{2} \\
&+\sum_{i=1}^{k-1}(2 k-2 i) J_{2 i-1,2 i} .  \tag{4.22}\\
& C_{2 k}=\sum_{i=1}^{k} m_{2 k,-i}^{2}+\sum_{i=1}^{k-1}(2 k-2 i) m_{2 k, i} . \tag{4.23}
\end{align*}
$$

As before, it is convenient to define the special vector

$$
\begin{equation*}
|i\rangle=\left|\cdot \mathcal{K}_{2 k, \mu}^{(2 k-1)} ; m_{2 k, \alpha}=m_{2 k-1, \alpha} \quad \alpha \neq i\right\rangle . \tag{4.24}
\end{equation*}
$$

Since the raising operators for $O(2 k)$ and $O(2 k+1)$ have the same form, Eqs. (4.12) and (4.14) hold, and

$$
\begin{equation*}
\langle i| \sum_{j \geq i}^{k-1} Q_{2 k,-j} Q_{2 k j}|i\rangle=\langle i| \prod_{\alpha=i+1}^{k-1} \frac{\left(a_{i-\alpha}+2\right)}{a_{i \alpha}} Q_{2 k,-i} Q_{2 k, i}|i\rangle . \tag{4.25}
\end{equation*}
$$

Putting this relation back into the expression for the quadratic Casimir invariant gives

$$
\begin{align*}
\langle i| & {\left[\prod_{\alpha=i+1}^{k-1} \frac{\left(a_{i-\alpha}+2\right)}{a_{i-\alpha}}\right] } \\
& \quad Q_{2 k,-i} Q_{2 k, i}+J_{2 k-1,2 k}^{2} \\
& =J_{2 i-1,2 i}^{2}+(2 k-2 i) J_{2 i-1,2 i}|i\rangle \tag{4.26}
\end{align*}
$$

Unlike the corresponding equation for the case of the odd-dimensional orthogonal group, this relation is not sufficient to evaluate the matrix element $\langle i| Q_{2 k,-i} Q_{2 k, i}|i\rangle$, since the matrix element

$$
\langle i| J_{2 k-1,2 k} J_{2 k-1,2 k}|i\rangle
$$

is not known. However, there is now one more invariant at our disposal.

## (2) The Quadratic Invariant in the Restricted Basis $\left[\mathcal{K}_{2 k \mu}^{(2 k-1)}\right]$

Since the (zero-step) neutral operator $O_{2 k, k}$ commutes with all raising and lowering operators when applied to the basis $\left[\mathcal{K}_{2 k, \mu}^{(2 k-1)}\right]$, it is an invariant in this restricted basis. To get a relation between the matrix elements of the quadratic factors $J_{2 k-1,2 k}^{2}$ and $Q_{2 k,-i} Q_{2 k, i}$ consider $\langle i| O_{2 k, k} O_{2 k, k}|i\rangle$, where

$$
\begin{align*}
\langle i| O_{2 k, k} O_{2 k, k}|i\rangle & =\langle i| \prod_{\alpha=1}^{k-1} a_{\alpha} J_{2 k-1,2 k} O_{2 k, k}|i\rangle \\
& =\langle i| \prod_{\alpha=1}^{k-1} a_{\alpha}|i\rangle\langle i| J_{2 k-1,2 k} O_{2 k, k}|i\rangle \tag{4.27}
\end{align*}
$$

through the relation $\langle i| \rho_{-j \epsilon}=0,0<j<|\epsilon|$. Summing up of the matrix elements from all the possible graphs in $O_{2 k, k}$ with techniques similar to those illustrated in Appendix A leads to

$$
\begin{align*}
& \langle i| O_{2 k, k} O_{2 k, k}|i\rangle \\
& =\langle i| \prod_{\alpha=1}^{k-1} a_{\alpha}^{2}|i\rangle \\
& \quad \times\langle i| J_{2 k-1,2 k}^{2}-\prod_{\alpha=i+1}^{k-1} \frac{\left(a_{i-\alpha}+2\right)}{a_{i-\alpha} a_{i}} Q_{2 k,-i} Q_{2 k, i}|i\rangle . \tag{4.28}
\end{align*}
$$

On the other hand, since $O_{2 k, k}$ is an invariant

$$
\begin{equation*}
\langle i| O_{2 k, k} O_{2 k, k}|i\rangle=\left\langle\mathcal{N}_{2 k, \mu}^{(2 k)}\right| O_{2 k, k} O_{2 k, k}\left|\mathcal{K}_{2 k, \mu}^{(2 k)}\right\rangle . \tag{4.29}
\end{equation*}
$$

Also

$$
\begin{equation*}
\langle i| a_{\alpha}^{2}|i\rangle=\left\langle\mathcal{M}_{2 k, \mu}^{(2 k)}\right| a_{\alpha}^{2}\left|\mathcal{K}_{2 k, \mu}^{(2 k)}\right\rangle \text { for } \alpha \neq i . \tag{4.30}
\end{equation*}
$$

By applying (4.28), (4.29), and (4.30), the quartic invariant leads to the relation

$$
\begin{array}{r}
\langle i| J_{2 k-1,2 k}^{2} a_{i}^{2}-a_{i} \prod_{\alpha=i+1}^{k-1} \frac{\left(a_{i-\alpha}+2\right)}{a_{i-\alpha}} Q_{2 k,-i} Q_{2 k, i}|i\rangle \\
=4 m_{2 k, k}^{2}\left(m_{2 k, i}+k-i\right)^{2} . \tag{4.31}
\end{array}
$$

(3) Evaluation of $\langle i| O_{i} O_{-i}|i\rangle$

Since we have two equations and two unknowns we can determine both $\langle i| Q_{2 k,-i} Q_{2 k, i}|i\rangle$ and $\langle i| J_{2 k-1,2 k}^{2}|i\rangle$. The technique for the summing up of the graphs is similar to the case of $O(2 k+1)$ illustrated in Appendix

A (and Sec. 4A3.) and leads to

$$
\begin{align*}
& \langle i| O_{2 k, i} O_{2 k,-i}|i\rangle \\
& =\frac{1}{4}\left\langle\mathcal{M}_{2 k, \mu}^{(2 k-1)}\right| \prod_{\alpha=i+1}^{k}\left(a_{i-a^{0}}^{(2 k)}-2\right) \prod_{\beta=1}^{i}\left(a_{-i, \beta^{0}}^{(2 k)}+2\right) \\
&  \tag{4.32}\\
& \quad \times \prod_{\gamma=1}^{k} b_{i \gamma^{\prime}}^{(2 k)}\left|\mathcal{M}_{2 k, \mu}^{(2 k-1)}\right\rangle\left\langle\mathcal{M}_{2 k, \mu}^{(2 k-1)}\right| \frac{b_{i i^{\prime}}^{(2 k)}}{b_{i i}}\left|\mathcal{M}_{2 k, \mu}^{(2 k-1)}\right\rangle .
\end{align*}
$$

The superscript zero on a subscript of $a_{i \alpha}$ has the same meaning as before. For example,

$$
\begin{align*}
& \left\langle\mathcal{M}_{2 k, \mu}^{(2 k-1)}\right| b_{i \gamma \gamma^{2}}^{(2 k)}\left|\mathcal{M}_{2 k, \mu}^{(2 k-1)}\right\rangle \\
& \quad=2\left(m_{2 k-1, i}+m_{2 k, \gamma}+2 k-i-\gamma-1\right) . \tag{4.33}
\end{align*}
$$

## C. The Normalization Coefficients

Let the normalized lowering (raising) operators be denoted by $U_{n, \pm i}$. If the state $\left|\mathcal{K}_{n \mu}^{(n-1}\right\rangle$ is normalized

$$
\begin{align*}
& \left\langle\mathcal{K}_{n \mu}^{(n-1)} ; m_{n-1, i}\right| U_{n i} U_{n,-i}\left|\mathcal{K}_{n \mu}^{(n-1)} ; m_{n-1, i}\right\rangle \\
& \quad=\left\langle\mathcal{K}_{n \mu}^{(n-1)} ; m_{n-1, i}-1 \mid \mathcal{K}_{n \mu}^{(n-1)} ; m_{n-1, i}-1\right\rangle=1 . \tag{4.34}
\end{align*}
$$

But

$$
\begin{equation*}
\left\langle\mathcal{M}_{n \mu}^{(n-1)} ; m_{n-1, i}-1\right|=\left\langle\mathcal{M}_{n \mu}^{(n-1)} ; m_{n-1, i}\right|\left(U_{n,-i}\right)^{\dagger} . \tag{4.35}
\end{equation*}
$$

The normalized lowering (raising) operators should thus have the property

$$
\begin{equation*}
U_{n i}=\left(U_{n,-i}\right)^{\dagger} . \tag{4.36}
\end{equation*}
$$

The lowering (raising) operators of type $O_{n, \pm i}$ do not satisfy this relation. However, if $O_{n i}$ is a lowering (raising) operator of [ $\mathcal{M}_{n \mu}^{(n-1)}$ ], so is

$$
f_{n i}\left(J_{12}, J_{34}, \cdots\right) O_{n i}
$$

where $f_{n i}$ is a function of $J_{2 \alpha-1,2 \alpha}$ only ( $\alpha=1, \cdots, k$ for $n=2 k+1, \alpha=1, \cdots, k-1$ for $n=2 k$ ), and where $f_{n, \pm i}$ can be chosen such that

$$
\begin{equation*}
f_{n i} O_{n i}=\left(O_{n,-i} f_{n,-i}\right)^{\dagger} \tag{4.37}
\end{equation*}
$$

Since any arbitrary function $g(Q, \rho, J) \rho_{\alpha \beta}$, with $0<\alpha<1|\beta|$, is a null operator when acting on [ $\mathcal{N}_{n \mu}^{(n-1)}$ ] and can be added to a raising or lowering operator without changing its raising or lowering property, the functions $f_{n i}, f_{n,-i}$ must be evaluated by comparing the $\rho$ independent terms on each side of Eq. (4.37). This leads to

$$
\begin{align*}
f_{2 k+1, i} & =\prod_{\alpha=i+1}^{k} a_{i,-\alpha} \prod_{\beta=1}^{k} a_{i \beta},  \tag{4.38}\\
f_{2 k+1,-i} & =\prod_{\gamma=1}^{i-1}\left(a_{-i, \gamma}+2\right),  \tag{4.39}\\
f_{2 k,-i} & =\prod_{\alpha=1}^{i-1}\left(a_{-i, \alpha}+2\right),  \tag{4.40}\\
f_{2 k, i} & =c_{i} b_{i i} \prod_{\beta=1}^{i-1} b_{i \beta} \prod_{\alpha=i+1}^{k-1} a_{i,-\alpha} b_{i \alpha} . \tag{4.41}
\end{align*}
$$

Thus

$$
\begin{align*}
U_{n i} & =\left(f_{n i} / N_{n i}\right) O_{n i},  \tag{4.42}\\
U_{n,-i} & =O_{n,-1}\left(f_{n,-i} / N_{n i}\right), \tag{4.43}
\end{align*}
$$

where $N_{n i}$ is a factor which is defined to be real. With

$$
\begin{align*}
\left\langle\mathcal{M}_{n \mu}^{(n-1)}\right| U_{n i} U_{n,-i}\left|\mathcal{K}_{n \mu}^{(n-1)}\right\rangle & =1, \\
\left\langle\mathcal{N}_{n \mu}^{(n-1)}\right| f_{n i} O_{n i} O_{n,-i} f_{n,-i}\left|\mathcal{K}_{n \mu}^{(n-1)}\right\rangle & =N_{n i}^{2} . \tag{4.44}
\end{align*}
$$

Note that the $U_{n i}$, unlike the $O_{n i}$, do not form a commuting set of lowering (raising) operators, $\left[U_{n \alpha}, U_{n \beta}\right] \neq 0$, since $\left[f_{n \alpha}, O_{n \beta}\right] \neq 0$. However,

$$
\begin{equation*}
\left[O_{n i} O_{n,-i}, f_{n \alpha}\right]=0, \text { for any } \alpha \tag{4.45}
\end{equation*}
$$

Therefore,
$N_{n i}^{2}=\left\langle\mathcal{H}_{n \mu}^{(n-1)}\right| f_{n i} f_{n,-i}\left|\mathcal{H}_{n \mu}^{(n-1)}\right\rangle\langle i| O_{n i} O_{n,-i}|i\rangle$,
With Eqs. (4.19), (4.32), and (4.38)-(4.41)

$$
\begin{align*}
& N_{2 k+1, i}=a_{i i}^{(2 k+1)} \mid \prod_{\alpha=i+1}^{k} a_{i,-\alpha} a_{i a} a_{i a^{+}}^{(2 k+1)}\left(a_{i,-a^{\circ}}^{(2 k+1)}-2\right) \\
& \times\left.\prod_{\beta=1}^{i-1} a_{i \beta}\left(a_{-i, \beta}+2\right)\left(a_{-i, \beta^{\circ}}^{(2 k+1)}+2\right) a_{i \beta^{\circ}}^{(2 k+1)}\right|^{\frac{1}{2}},  \tag{4.47}\\
& N_{2 k, i}=\left|\frac{b_{i i} c_{i}}{4} b_{i i^{0}}^{(2 k)}\left(a_{i^{0},-i}^{(2 k)}+2\right)\left(a_{i,-k^{0}}^{(2 k k)}-2\right) b_{i k^{0}}^{(2 k)}\right|^{\frac{1}{2}} \\
& \times \mid \prod_{\alpha=1}^{i-1}\left(a_{-i, \alpha}+2\right) b_{i \alpha} b_{i \alpha}^{(2 k)}\left(a_{-i, \alpha^{0}}^{(2 k)}+2\right) \\
& \times\left.\prod_{\beta=i+1}^{n-1} a_{i,-\beta} b_{i \beta}\left(a_{i,-\beta^{0}}^{(2 k)}-2\right) b_{i \beta^{0}}^{(2 k)}\right|^{\frac{1}{2}} . \tag{4.48}
\end{align*}
$$

## 5. MATRIX ELEMENTS OF $J_{n-1, n}$

In the evaluation of the matrix elements of the infinitesimal generators, the matrix elements of $J_{n-1, n}$ play the fundamental role since the matrix elements of all other $J_{i j}$ can be simply related to these. Matrix elements of $J_{n-1, n}$ have been given by Gel'fand and Zetlin. ${ }^{6,7}$ A derivation of the Gel'fand-Zetlin result is given here to illustrate the usefulness of the lowering (raising) operators.

Since $J_{n-1, n}$ commutes with all $J_{i j}$ with both $i, j<$ $n-1, J_{n-1, n}$ is a scalar operator with respect to $O(n-2)$. The matrix elements of $J_{n-1, n}$ are thus diagonal in $m_{n-2, \alpha}$ and independent of $m_{v, \alpha}, v \leq n-3$. With respect to $O(n), J_{n-1, n}$ transforms according to the regular representation [11000 $\cdots$ ]. With respect to $O(n-1)$ its irreducible tensor character is that of the vector representation [1000 $\cdots$ ]. It thus connects states in which any one of the $m_{n-1, \alpha}$ differ by $\pm 1$ only. (For $n-1$ odd, it also has a diagonal matrix element.)

$$
\begin{align*}
\left\langle\mathcal{\mathcal { H } _ { n \mu } ^ { \prime } | J _ { n - 1 , n } | \mathcal { M } _ { n \mu } \rangle}=\right. & =\left\langle\mathcal{M}_{n \mu}^{\prime(n-2)}\right| J_{n-1, n}\left|\mathcal{K}_{n \mu}^{(n-2)}\right\rangle \\
& =\left\langle\begin{array}{c}
m_{n i} \\
m_{n-1, i}^{\prime} \\
m_{n-2, i}
\end{array}\right| J_{n-1 n}\left|\begin{array}{c}
m_{n i} \\
m_{n-1, i} \\
m_{n-2, i}
\end{array}\right\rangle . \tag{5.1}
\end{align*}
$$

For convenience, only the relevant $m_{v i}$ in the one column subject to change are written out. The matrix elements in the $\left[\mathcal{N}_{n \mu}^{(n-2)}\right]$ basis could be evaluated through a construction involving successive application of lowering operators of type $U_{n, i}$ followed by $U_{n-1, i}$. It is more convenient to factor the matrix element of $J_{n-1, n}$ into two parts by using the Wigner-Eckart theorem. The reduced matrix element, independent of the $m_{n-2, \alpha}$, can be chosen as the matrix element of $J_{n-1, n}$ in the restricted basis $\left[\mathcal{K}_{n \mu}^{(n-1)}\right.$ ], while the $m_{n-2, a}$-dependent factor can be expressed as the matrix element of a vector operator in ( $n-1$ )dimensional space

$$
\begin{align*}
&\left\langle\mathcal{K}_{n \mu}^{\prime}\right| J_{n-1, n}\left|\mathcal{M}_{n \mu}\right\rangle=\left\langle\begin{array}{c}
m_{n i} \\
m_{n-1, i}^{\prime} \\
m_{n-1, i}
\end{array}\right| J_{n-1, n}\left|\begin{array}{c}
m_{n i} \\
m_{n-1, i}
\end{array}\right\rangle \\
& m_{n-1, i}  \tag{5.2}\\
& \times\left\langle\begin{array}{c}
m_{n-1, i}^{\prime} \\
m_{n-2, i}
\end{array}\right| V\left|\begin{array}{c}
m_{n-1, i} \\
m_{n-2, i}
\end{array}\right\rangle,
\end{align*}
$$

where $V$ has irreducible tensor character [ $1000 \cdots$ ] with respect to $O(n-1)$ and $[000 \cdots$ ] with respect to $O(n-2)$, and its matrix element is normalized to unity when $m_{n-2, i}=m_{n-1, i}$ (all $i$ ). The first factor imposes the restriction $m_{n-1, i}^{\prime} \geq m_{n-1, i}$. However, the matrix element with $m_{n-1, i}^{\prime}=m_{n-1, i}-1$ can be obtained from that with $m_{n-1, i}^{\prime \prime}=m_{n-1, i}^{\prime}+1$ through the Hermiticity of $J_{n-1, n}$.

$$
\begin{aligned}
& \text { A. Evaluation of }\left\langle\begin{array}{l}
m_{n i} \\
m_{n-1, i} \\
m_{n-1, i}
\end{array}\right| J_{n-1 i, n}\left|\begin{array}{l}
m_{n i} \\
m_{n-1, i} \\
m_{n-1, i}
\end{array}\right\rangle \\
& \text { (1) } n=2 k
\end{aligned}
$$

$O_{2 k, k}$ is a linear combination of $J_{2 k-1,2 k}$ and $Q_{2 k, \alpha}$. Re-expressing $O_{2 k, k}$ instead as a linear combination
of $J_{2 k-1,2 k}$ and $O_{2 k, i}$

$$
\begin{align*}
\left\{o_{2 k, k}=\right. & {\left[J_{2 k-1,2 k} \prod_{\alpha=1}^{k-1} a_{a}^{(2 k)}\right.} \\
& \left.\left.+\sum_{\alpha=1}^{k-1} o_{2 k-1,-a} O_{2 k, z} h_{i}\right]\right\}\left|\begin{array}{c}
m_{2 k, i} \\
m_{2 k-1, i}
\end{array}\right\rangle=0 \tag{5.3}
\end{align*}
$$

where $h_{i}$ are functions of $J_{2 i-1,2 i},(i<k)$, which are to be determined from the conditions required for $O_{2 k, k}$
(a) $\quad \begin{aligned} {\left[\rho_{j l}, o_{2 k, k}\right]\left|\begin{array}{l}m_{n, i} \\ m_{n-1, j}\end{array}\right\rangle } & =0, \\ 0 & <j<|l| \leq k-1,\end{aligned}$

$$
\left[Q_{2 k-1, l}, O_{2 k, k}\right]\left|\begin{array}{c}
m_{n, j}  \tag{b}\\
m_{n-1, j}
\end{array}\right\rangle=0
$$

Condition (a) is automatically satisfied. In order to satisfy condition (b):

$$
\begin{align*}
& \left\{\left[Q_{2 k-1, j}, J_{2 k-1,2 k}\right] \prod_{\alpha=1}^{k-1} a_{\alpha}^{(2 k)}\right. \\
& \left.\quad+\sum_{\alpha=1}^{k-1}\left[Q_{2 k-1, j}, O_{2 k-1,-\alpha}\right] O_{2 k \alpha} h_{\alpha}\right\}\left|\begin{array}{c}
m_{n, j} \\
m_{n-1,3}
\end{array}\right\rangle=0 \tag{5.6}
\end{align*}
$$

From the coefficients of $Q_{2 k, i}$, however, the $h_{j}$ follow directly

$$
\begin{equation*}
h_{j}=i\left(\prod_{\alpha=1}^{j-1} \frac{a_{\alpha}^{(2 k)}}{\left(a_{j \alpha}^{(2 k)}-2\right) a_{-j, \alpha}^{(2 k)}} \prod_{\beta=j+1}^{k-1} \frac{a_{\beta}^{(2 k)}}{a_{j,-\beta}^{(2 k)}\left(a_{j \beta}^{(2 k)}-2\right)}\right) \frac{1}{a_{j j}^{(2 k)}} . \tag{5.7}
\end{equation*}
$$

Also

$$
O_{2 k, k}\left|\begin{array}{c}
m_{n j}  \tag{5.8}\\
m_{n-1, j}
\end{array}\right\rangle=\frac{1}{2} \prod_{i=1}^{k} a_{j}^{(2 k)}\left|\begin{array}{c}
m_{2 k, j} \\
m_{2 k-1, j}
\end{array}\right\rangle
$$

Re-expressing the $O_{2 k-1,-\alpha}$ and $O_{2 k, \alpha}$ of Eq. (5.3) in terms of $U_{2 k-1,-\alpha}$ and $U_{2 k, \alpha}$, the matrix element of $J_{2 k-1,2 k}$ can be read off from Eq. (5.3):

$$
\begin{align*}
& \left\langle\begin{array}{l}
m_{2 k, j} \\
m_{2 k-1, j} \\
m_{2 k-1, j}
\end{array}\right| J_{2 k-1,2 k}\left|\begin{array}{l}
m_{2 k, j} \\
m_{2 k-1, j} \\
m_{2 k-1, j}
\end{array}\right\rangle=\left\langle\begin{array}{l}
m_{2 k, j} \\
m_{2 k-1, j}
\end{array}\right| \frac{a_{k}^{(2 k)}}{2} \prod_{\alpha=1}^{k} \frac{a_{a}^{(2 k)}}{a_{\alpha}^{(2 k)}}\left|\begin{array}{l}
m_{2 k, j} \\
m_{2 k-1 j}
\end{array}\right\rangle,  \tag{5.9}\\
& \left\langle\begin{array}{l}
m_{2 k, j} \\
m_{2 k-1, j} \\
m_{2 k-1, j}
\end{array}+1\right| J_{2 k-1,2 k}\left|\begin{array}{l}
m_{2 k, j} \\
m_{2 k-1, j} \\
m_{2 k-1, j}
\end{array}\right\rangle \\
& =\left\langle\begin{array}{l}
m_{2 k, j} \\
m_{2 k-1, j}
\end{array}\right| \frac{-2 i}{a_{j}^{(2 k)}\left(a_{j}+1\right)^{\frac{1}{2}}}\left|\left(\prod_{\alpha=1}^{j-1} \frac{a_{-j a}^{(2 k)} a_{j a}^{(2 k)}}{a_{-j a}^{(2 k)} a_{j \alpha}^{(2 k)}} \prod_{\beta=j+1}^{k-1} \frac{a_{j-\beta^{\circ}}^{(2 k)} a_{j \beta^{\circ}}^{(2 k)}}{a_{j-\beta}^{2 k} a_{j \beta}^{2 k)}}\right) \frac{a_{j j}^{(2 k)}}{2} \frac{a_{j-j}^{(2 k k)}}{2} \frac{a_{j-k}^{(2 k)}}{2} \frac{a_{j k}^{(2 k)}}{2}\right|^{\frac{1}{2}}\left|\begin{array}{l}
m_{2 k, j} \\
m_{2 k-1, j}
\end{array}\right\rangle \\
& (j=1,2, \cdots, k-1)  \tag{5.10}\\
& \text { (2) The } n=2 k+1 \text { Case }
\end{align*}
$$

Thè procedure is similar to that for $n=2 k$. First, since $J_{2 k, 2 k+1}$ has no diagonal matrix elements, in place of the neutral operator there is now the relation

$$
\left\{J_{2 k, 2 k+1}-\left[\sum_{\alpha=1}^{k-1} O_{2 k,-\alpha} O_{2 k+1, \alpha} h_{a}+O_{2 k+1, k} h_{k}+O_{2 k+1,-k} h_{-k}\right]\right\}\left|\begin{array}{l}
m_{2 k+1 ; i}  \tag{5.11}\\
m_{2 k, i}
\end{array}\right\rangle=0
$$

where the $h_{\alpha}$ are evaluated as before through

$$
\left.\begin{array}{rl}
{\left[Q_{2 k, i}, J_{2 k, 2 k+1}\right.} & -\sum_{\alpha=1}^{k-1} O_{2 k,-\alpha} O_{2 k+1, \alpha} h_{\alpha}-O_{2 k+1, k} h_{k} \\
& -O_{2 k+1,-k} h_{-k}
\end{array}\right]\left|\begin{array}{l}
m_{2 k+1, i}  \tag{5.12}\\
m_{2 k, i}
\end{array}\right\rangle=0 .
$$

From the coefficients of $Q_{2 k+1, j}$,

$$
\begin{align*}
h_{j}=i\left[2 \left(b_{j j}^{(2 k)}\right.\right. & +4)\left(\frac{a_{j-k}^{(2 k)}}{2} \frac{a_{j k}^{(2 k)}}{2}\right) \\
& \left.\times \prod_{\alpha=1}^{j-1} a_{j k}^{(2 k)} a_{-j, \alpha, \alpha=j+1}^{(2 k)} \prod_{j,-}^{k-1} a_{j \beta}^{(2 k)} a^{(2 k)}\right)^{-1} . \tag{5.13}
\end{align*}
$$

Similarly, re-expressing the $O$ operators in terms of $U$. operators, the matrix element of $J_{2 k, 2 k+1}$ can be read off from Eq. (5.11).

$$
\begin{align*}
& \left\langle\begin{array}{l}
m_{2 k+1, j} \\
m_{2 k, j}+1 \\
m_{2 k, j}
\end{array}\right| J_{2 k, 2 k+1}\left|\begin{array}{l}
m_{2 k+1, j} \\
m_{2 k, j} \\
m_{2 k, j}
\end{array}\right\rangle=\left\langle\begin{array}{l}
m_{2 k+1, j} \\
m_{2 k, j}
\end{array}\right| \frac{-i}{2}\left|\frac{a_{-j j}^{(2 k+1)}\left(a_{j 0}^{(2 k+1)}+2\right) a_{j}^{(2 k+1)}}{a_{j k}^{(2 k+1)}\left(a_{j-k}^{(2 k+1)}+2\right)}\right| \begin{array}{l}
\frac{1}{2}
\end{array}\left|\begin{array}{l}
m_{2 k+1, j} \\
m_{2 k, j}
\end{array}\right\rangle \tag{5.14}
\end{align*}
$$

B. Evaluation of $\left\langle\begin{array}{c}m_{n-1, i}^{\prime} \\ m_{n-2, i}\end{array}\right| V^{(n-1)}\left|\begin{array}{c}m_{n-1, i} \\ m_{n-2, i}\end{array}\right\rangle$
$V^{(n-1)}$ has the transformation properties of

$$
\left|\begin{array}{lll}
1 & 0 & \cdots \\
0 & 0 & \cdots
\end{array}\right\rangle
$$

and is to be normalized such that

$$
\left\langle\begin{array}{ccccccc|}
m_{n-1,1} & m_{n-1,2} & m_{n-1,3} & \cdots & m_{n-1, i}^{\prime} & m_{n-1, i+1} & \cdots  \tag{5.15}\\
m_{n-1,1} & m_{n-1,2} & m_{n-1,3} & \cdots & m_{n-1, i} & m_{n-1, i+1} & \cdots
\end{array}\right| V^{(n-1)}\left|\begin{array}{lllll}
m_{n-1,1} & m_{n-1,2} & \cdots & m_{n-1, i} & \cdots \\
m_{n-1,1} & m_{n-1,2} & \cdots & m_{n-1, i} & \cdots
\end{array}\right\rangle=1 .
$$

It is convenient to introduce the following shorthand notation. Change $m_{n i} \rightarrow \alpha_{i} m_{n-1, i} \rightarrow \beta_{i} m_{n-2, i} \rightarrow \gamma_{i} \leq$ $\beta_{i}$ and define

$$
\begin{align*}
& \left|\begin{array}{l}
\overline{\beta_{i}} \\
\gamma_{i}
\end{array}\right\rangle=\left|\begin{array}{llllllll}
\beta_{1} & \beta_{2} & \cdots & \beta_{i-1} & \beta_{i} & \beta_{i+1} & \beta_{i+2} & \cdots \\
\beta_{1} & \beta_{2} & \cdots & \beta_{i-1} & \gamma_{i} & \gamma_{i+1} & \gamma_{i+2} & \cdots
\end{array}\right\rangle,  \tag{5.16}\\
& \left|\begin{array}{cc}
\overline{\beta_{j}+1} & \beta_{i} \\
\beta_{j} & \gamma_{i}
\end{array}\right\rangle=\left|\begin{array}{cccccccccccc}
\beta_{1} & \beta_{2} & \cdots & \beta_{j}+1 & \beta_{j+1} & \beta_{j+2} & \cdots & \beta_{i-1} & \beta_{i} & \beta_{i+1} & \beta_{i+2} & \cdots \\
\beta_{1} & \beta_{2} & \cdots & \beta_{j} & \beta_{j+1} & \beta_{j+2} & \cdots & \beta_{i-1} & \gamma_{i} & \gamma_{i+1} & \gamma_{i+2} & \cdots
\end{array}\right\rangle,  \tag{5.17}\\
& \left|\begin{array}{cc}
\overline{\beta_{i}} & \beta_{j}+1 \\
\gamma_{i} & \gamma_{j}
\end{array}\right\rangle=\left|\begin{array}{ccccccccccc}
\beta_{1} & \beta_{2} & \cdots & \beta_{i-1} & \beta_{i} & \beta_{i+1} & \cdots & \beta_{j-1} & \beta_{j}+1 & \beta_{j+1} & \cdots \\
\beta_{1} & \beta_{2} & \cdots & \beta_{i-1} & \gamma_{i} & \gamma_{i+1} & \cdots & \gamma_{j-1} & \gamma_{j} & \gamma_{j+1} & \cdots
\end{array}\right\rangle,  \tag{5.18}\\
& \left|\begin{array}{l}
1 \\
0
\end{array}\right\rangle=\left|\begin{array}{llll}
1 & 0 & 0 & \cdots \\
0 & 0 & 0 & \cdots
\end{array}\right\rangle . \tag{5.19}
\end{align*}
$$

(1) The $n=2 k$ Case

Define coefficients $\Gamma_{i j}$ by the relation

$$
\begin{align*}
\left|\begin{array}{l}
1 \\
0
\end{array}\right\rangle\left|\begin{array}{l}
\overline{\beta_{i}} \\
\gamma_{i}
\end{array}\right\rangle= & \sum_{j=1}^{i-1} \Gamma_{i j}\left(\begin{array}{ll}
\beta_{j} & \beta_{i} \\
\beta_{j} & \gamma_{i}
\end{array}\right)\left|\begin{array}{cc}
\overline{\beta_{j}+1} & \beta_{i} \\
\beta_{j} & \gamma_{i}
\end{array}\right\rangle \\
& +\sum_{j=i}^{k-1} \Gamma_{i j}\left(\begin{array}{ll}
\beta_{i} & \beta_{j} \\
\gamma_{i} & \gamma_{j}
\end{array}\right)\left|\begin{array}{cc}
\overline{\beta_{i}} & \beta_{j}+1 \\
\gamma_{i} & \gamma_{j}
\end{array}\right\rangle \\
& +\sum_{j=i}^{k-1} \Gamma_{i-j}\left(\begin{array}{cc}
\beta_{i} & \beta_{j}-1 \\
\gamma_{i} & \gamma_{j}
\end{array}\right)\left|\begin{array}{|cc|}
\hline \beta_{i} & \beta_{j}-1 \\
\gamma_{i} & \gamma_{j}
\end{array}\right\rangle \\
& +\Gamma_{i 0}\binom{\beta_{i}}{\gamma_{i}}\left|\begin{array}{l}
\overline{\beta_{i}} \\
\gamma_{i}
\end{array}\right\rangle, \tag{5.20}
\end{align*}
$$

where the $\Gamma_{i j}$ are generalized Wigner coefficients for the Kronecker product [100 $\cdots] \times\left[\beta_{1} \beta_{2} \beta_{3} \cdots\right.$ ] of $O(2 k-1)$. Note that $\Gamma_{1 j}$, the coefficient with all $\gamma_{i}<\beta_{i}$ starting with $\gamma_{1}$, is equal to the matrix element of $V^{(2 k-1)}$ provided $\Gamma_{k-1 j}$, the coefficient with all $\gamma_{i}=\beta_{i}$, satisfies the normalization condition $\Gamma_{k-1 j}=$ 1 required by Eq. (5.15). The coefficients $\Gamma_{i j}$ can be related to the coefficients $\Gamma_{i+1, j}$ by recursion techniques, leading after repeated recursion to a relation between $\Gamma_{1 j}$ and $\Gamma_{k-1, j}$. Since the recursion is to be established through the raising generator $Q_{i}$, it is necessary to define further coefficients, $\Omega_{i j}$, by the
relation

$$
\begin{align*}
& \left\{Q_{2 k-1, i}\left|\begin{array}{l}
1 \\
0
\end{array}\right\rangle\right\rangle\left[\begin{array}{l}
\beta_{i} \\
\gamma_{i}
\end{array}\right\rangle=\sum_{j=1}^{i-1} \Omega_{i j}\left(\begin{array}{cc}
\beta_{j} & \beta_{i} \\
\beta_{j} & \gamma_{i}
\end{array}\right)\left|\begin{array}{cc}
\overline{\beta_{j}+1} & \overline{\beta_{i}} \\
\beta_{j} & \gamma_{i}+1
\end{array}\right\rangle \\
& +\sum_{j=i}^{k-1} \Omega_{i j}\left(\begin{array}{ll}
\beta_{i} & \beta_{j} \\
\gamma_{i} & \gamma_{j}
\end{array}\right)\left|\begin{array}{cc}
\beta_{i} & \beta_{j}+1 \\
\gamma_{i}+1 & \gamma_{j}
\end{array}\right\rangle \\
& \left.+\sum_{j=i}^{k-1} \Omega_{i,-j}\left(\begin{array}{ll}
\beta_{i} & \beta_{j} \\
\gamma_{i} & \gamma_{j}
\end{array}\right) \stackrel{\begin{array}{cc}
\beta_{i} & \beta_{j}-1 \\
\gamma_{i}+1 & \gamma_{j}
\end{array}}{ }\right\rangle \\
& +\Omega_{i 0}\binom{\beta_{i}}{\gamma_{i}}\left|\begin{array}{c}
\overline{\beta_{i}} \\
\gamma_{i}+1
\end{array}\right\rangle \\
& +\sum_{j=1}^{i-1} \Lambda(\rho)\left|\begin{array}{ll}
\overline{\beta_{j}+1} & \beta_{i} \\
\beta_{j}+1 & \gamma_{i}
\end{array}\right\rangle . \tag{5.21}
\end{align*}
$$

The operators $\Lambda(\rho)$ of the last term of the equation, when acting on states (5.16), create states outside the basis $\left[\mathcal{N}_{2 k-1, \mu}^{(2 k-2)}\right]$. These are orthogonal to the states of present interest so that the last term of Eq. (5.21) plays no further role in the discussion.

Applying $Q_{2 k-1, i}$ again to Eq. (5.21), a set of recursion relations is established for the coefficients $\Omega_{i j}$

$$
\begin{align*}
\frac{\Omega_{i j}\left(\begin{array}{ll}
\beta_{i} & \beta_{j} \\
\gamma_{i} & \gamma_{j}
\end{array}\right)}{\Omega_{i j}\left(\begin{array}{cc}
\beta_{i} & \beta_{j} \\
\gamma_{i}+1 & \gamma_{j}
\end{array}\right)} & =\frac{q_{i}\binom{\beta_{i}}{\gamma_{i}}}{q_{i}\left(\begin{array}{cc}
\beta_{i} & \beta_{j}+1 \\
\gamma_{i}+1 & \gamma_{j}
\end{array}\right)}  \tag{5.22}\\
\frac{\Omega_{i 0}\binom{\beta_{i}}{\gamma_{i}}}{\Omega_{i 0}\binom{\beta_{i}}{\gamma_{i}+1}} & =\frac{q_{i}\binom{\beta_{i}}{\gamma_{i}}}{q_{i}\binom{\beta_{i}}{\gamma_{i}+1}} \tag{5.23}
\end{align*}
$$

where

$$
\left\langle\begin{array}{c}
\beta_{i}  \tag{5.24}\\
\gamma_{i}+1
\end{array}\right| Q_{2 k-1, i}\left|\begin{array}{c}
\widehat{\beta_{i}} \\
\gamma_{i}
\end{array}\right\rangle=q_{i}\binom{\beta_{i}}{\gamma_{i}} .
$$

Applying $Q_{2 k-1, i}$ also to Eq. (5.20), another set of recursion relations is established,

$$
\begin{align*}
& \Gamma_{i j}\left(\begin{array}{ll}
\beta_{i} & \beta_{j} \\
\gamma_{i} & \gamma_{j}
\end{array}\right) q_{i}\left(\begin{array}{cc}
\beta_{i} & \beta_{j}+1 \\
\gamma_{i} & \gamma_{j}
\end{array}\right) \\
& \quad=q_{i}\binom{\beta_{i}}{\gamma_{i}} \Gamma_{i j}\left(\begin{array}{cc}
\beta_{i} & \beta_{j} \\
\gamma_{i}+1 & \gamma_{j}
\end{array}\right)+\Omega_{i j}\left(\begin{array}{ll}
\beta_{i} & \beta_{j} \\
\gamma_{i} & \gamma_{j}
\end{array}\right), \tag{5.25}
\end{align*}
$$

$$
\begin{equation*}
\Gamma_{i 0}\binom{\beta_{i}}{\gamma_{i}} q_{i}\binom{\beta_{i}}{\gamma_{i}}=q_{i}\binom{\beta_{i}}{\gamma_{i}} \Gamma_{i 0}\binom{\beta_{i}}{\gamma_{i}+1}+\Omega_{i 0}\binom{\beta_{i}}{\gamma_{j}} . \tag{5.26}
\end{equation*}
$$

The recursion process for $\Gamma_{i j}$ can be started if the coefficients $\Gamma_{i j}, \Omega_{i j}$ can be related for a particular value of $\gamma_{i}$. The cases $\Gamma_{i j}$ and $\Gamma_{i 0}$ are somewhat different.
a. The Case $\Gamma_{i j}$. From Eqs. (4.1)

$$
\begin{align*}
& q_{i}\left(\begin{array}{ll}
\beta_{i} & \beta_{j} \\
\gamma_{i} & \gamma_{j}
\end{array}\right)=\mid\left(\beta_{i}-\gamma_{i}\right)\left(\beta_{i}+\gamma_{i}+2 k-2 i-1\right) \\
& \times\left.\prod_{\lambda=i+1}^{k-1} \frac{a_{i,-\lambda} 0\left(a_{i, \lambda^{0}}+2\right)}{\left(a_{i, \lambda}+2\right)\left(a_{i,-\lambda}+2\right)}\right|^{\frac{1}{2}} \tag{5.27}
\end{align*}
$$

For $m_{i}=\beta_{i}-j+i+1$

$$
0=q_{i}\left(\begin{array}{cc}
\beta_{i} & \beta_{j}+1  \tag{5.28}\\
m_{i} & \gamma_{j}
\end{array}\right) \neq q_{i}\binom{\beta_{i}}{m_{i}}
$$

and Eq. (5.25) reduces to
$q_{i}\binom{\beta_{i}}{m_{i}} \Gamma_{i j}\left(\begin{array}{cc}\beta_{i} & \beta_{j} \\ m_{i}+1 & \gamma_{j}\end{array}\right)+\Omega_{i j}\left(\begin{array}{ll}\beta_{i} & \beta_{j} \\ m_{i} & \gamma_{j}\end{array}\right)=0$.
With this starting relation and the recursion relations (5.22) and (5.25),

$$
\begin{align*}
\Gamma_{i j} & \left(\begin{array}{ll}
\beta_{i} & \beta_{j} \\
\gamma_{i} & \gamma_{j}
\end{array}\right)=\frac{\gamma_{i}-\beta_{j}+j-i-1}{\beta_{i}-\beta_{j}+j-i-1} \\
& \quad \times \prod_{\lambda_{i}=0}^{\beta_{i}-\gamma_{i}-1}
\end{align*} \frac{q_{i}\binom{\beta_{i}}{\gamma_{i}+\lambda_{i}}}{q_{i}\left(\begin{array}{cc}
\beta_{i} & \beta_{j}+1  \tag{5.30}\\
\gamma_{i}+\lambda_{i} & \gamma_{j}
\end{array}\right)} \Gamma_{i j}\left(\begin{array}{ll}
\beta_{i} & \beta_{j} \\
\beta_{i} & \gamma_{j}
\end{array}\right), ~ l
$$

where $\Gamma_{i j}$ has been related to

$$
\Gamma_{i+1, j}\left[\equiv \Gamma_{i j}\left(\begin{array}{ll}
\beta_{i} & \beta_{j} \\
\beta_{i} & \gamma_{j}
\end{array}\right)\right]
$$

In the same way the relationship $\Gamma_{1 j} \rightarrow \Gamma_{2 j} \rightarrow$ $\Gamma_{3 j} \rightarrow \cdots \rightarrow \Gamma_{i j}$ can be established, leading to

$$
\begin{align*}
& \Gamma_{1 j}\left(\begin{array}{llllll}
\beta_{1} & \beta_{2} & \cdots & \beta_{j} & \cdots & \beta_{k-1} \\
\gamma_{1} & \gamma_{2} & \cdots & \gamma_{j} & \cdots & \gamma_{k-1}
\end{array}\right)=\Gamma_{j j}\left(\begin{array}{lllllll}
\beta_{1} & \beta_{2} & \cdots & \beta_{j} & \beta_{j+1} & \beta_{j+2} & \cdots \\
\beta_{1} & \beta_{2} & \cdots & \beta_{j} & \gamma_{j+1} & \gamma_{j+2} & \cdots
\end{array}\right) \\
& \times\left|\prod_{i=1}^{j} \frac{\left(\gamma_{i}-\beta_{j}+j-i-1\right)\left(\gamma_{i}+\beta_{j}+2 k-i-j-1\right)}{\left(\beta_{i}-\beta_{j}+j-i-1\right)\left(\beta_{i}+\beta_{j}+2 k-i-j-1\right)}\right|^{\frac{1}{2}} \tag{5.31}
\end{align*}
$$

So far the recursive chain stops at $i=j$ since Eqs. (5.22) and (5.25) are valid only if $i \leq j$. To complete the recursive chain, the relationship $\Gamma_{j j} \rightarrow \Gamma_{j+1, j} \rightarrow \cdots \rightarrow \Gamma_{k-1, j}$ must be established. For this
purpose consider
(a) $\left|\begin{array}{l}1 \\ 0\end{array}\right\rangle\left[\begin{array}{ll}\overline{\beta_{j}} & \beta_{j+1} \\ \beta_{j} & \gamma_{j+1}\end{array}\right\rangle$
$=\gamma_{j s}\left(\begin{array}{cc}\beta_{j} & \beta_{j+1} \\ \beta_{j} & \gamma_{j+1}\end{array}\right)\left|\begin{array}{cc}\overline{\beta_{j}+1} & \beta_{j+1} \\ \beta_{j} & \gamma_{j+1}\end{array}\right\rangle+\cdots$,
(b) $\left.\left|\begin{array}{l}1 \\ 0\end{array}\right\rangle \begin{array}{|cc|}\overline{\beta_{j}} & \beta_{j+1} \\ \beta_{j} & \gamma_{j+1}+1\end{array}\right\rangle$

$$
=\gamma_{j j}\left(\begin{array}{cc}
\beta_{j} & \beta_{j+1}  \tag{5.33}\\
\beta_{j} & \gamma_{j+1}+1
\end{array}\right)\left|\begin{array}{cc}
\overline{\beta_{j}+1} & \beta_{j+1} \\
\beta_{j} & \gamma_{j+1}+1
\end{array}\right\rangle+\cdots .
$$

[The omitted states are similar to those of Eq. (5.21). They are orthogonal to the states of present interest.] Operating with $Q_{2 k-1, i}$ on (b), and with $Q_{2 k-1, j+1} Q_{2 k-1, j}$ on (a) and comparing the two equations

$$
\begin{align*}
& \frac{\Gamma_{j 3}\left(\begin{array}{ll}
\beta_{j} & \beta_{j+1} \\
\beta_{j} & \gamma_{j+1}
\end{array}\right)}{\Gamma_{j j}\left(\begin{array}{ll}
\beta_{j} & \beta_{j+1} \\
\beta_{j} & \gamma_{j+1}+1
\end{array}\right)} \\
& \quad=\frac{q_{j+1}\left(\begin{array}{ll}
\beta_{j} & \beta_{j+1} \\
\beta_{j} & \gamma_{j+1}
\end{array}\right) q_{j}\left(\begin{array}{cc}
\beta_{j}+1 & \beta_{j+1} \\
\beta_{j} & \gamma_{j+1}+1
\end{array}\right)}{q_{j}\left(\begin{array}{cc}
\beta_{j}+1 & \beta_{j+1} \\
\beta_{j} & \gamma_{j+1}
\end{array}\right) q_{j+1}\left(\begin{array}{cc}
\beta_{j}+1 & \beta_{j+1} \\
\beta_{j}+1 & \gamma_{j+1}
\end{array}\right)} . \tag{5.34}
\end{align*}
$$

Then

$$
\begin{align*}
& \Gamma_{j+1, j}\left(\begin{array}{ll}
\beta_{j} & \beta_{j+1} \\
\beta_{j} & \gamma_{j+1}
\end{array}\right) \\
&= \Gamma_{j+2, j}\left(\begin{array}{ll}
\beta_{j+1} & \beta_{j+2} \\
\beta_{j+1} & \gamma_{j+2}
\end{array}\right) \frac{q_{j}\left(\begin{array}{cc}
\beta_{j}+1 & \beta_{j+1} \\
\alpha_{j} & \beta_{j+1}
\end{array}\right)}{q_{j}\left(\begin{array}{cc}
\beta_{j}+1 & \beta_{j+1} \\
\beta_{j} & \gamma_{j+1}
\end{array}\right)} \\
& \quad \times \prod_{\lambda_{j+1}=0}^{\beta_{j+1}-\gamma_{j+1}-1} q_{j+1}\left(\begin{array}{ll}
\beta_{j} & \beta_{j+1} \\
\beta_{j} & \gamma_{j+1}+\lambda_{j+1}
\end{array}\right)  \tag{5.35}\\
& q_{j+1}\left(\begin{array}{ll}
\beta_{j}+1 & \beta_{j+1} \\
\beta_{j}+1 & \gamma_{j+1}+\lambda_{j+1}
\end{array}\right)
\end{align*} .
$$

By repeated application of Eq. (5.35), finally

$$
\begin{align*}
\Gamma_{j s} & \left(\begin{array}{lll}
\beta_{j} & \beta_{j+1} & \cdots \\
\beta_{j} & \gamma_{j+1} & \cdots
\end{array}\right)=\Gamma_{k-1, s}\binom{\beta_{k-1}}{\beta_{k-1}} \\
\quad \times \prod_{i=j+1}^{k-1} \frac{q_{j}\left(\begin{array}{cc}
\beta_{j}+1 & \beta_{i} \\
\beta_{j} & \beta_{i}
\end{array}\right)}{q_{j}\left(\begin{array}{cc}
\beta_{j}+1 & \beta_{i} \\
\beta_{j} & \gamma_{i}
\end{array}\right)} \prod_{i_{i}=0} \prod^{\gamma_{i}-1} & \frac{q_{i}\left(\begin{array}{cc}
\beta_{j} & \beta_{i} \\
\beta_{j} & \gamma_{i}+\lambda_{i}
\end{array}\right)}{q_{i}\left(\begin{array}{cc}
\beta_{i}+1 & \beta_{i} \\
\beta_{j}+1 & \gamma_{i}+\lambda_{i}
\end{array}\right)} . \tag{5.36}
\end{align*}
$$

Combining Eqs. (5.31) and (5.36) with the restriction $\Gamma_{k-1, j}=1$,

$$
\begin{align*}
& \left\langle\begin{array}{cccccccc}
\beta_{1} & \beta_{2} & \cdots & \beta_{j}+1 & \beta_{j+1} & \beta_{j+2} & \cdots & \beta_{k-1} \\
\gamma_{1} & \gamma_{2} & \cdots & \gamma_{j} & \gamma_{j+1} & \gamma_{j+2} & \cdots & \gamma_{k-1}
\end{array}\right| V^{(2 k-1)}\left|\begin{array}{ccccccc}
\beta_{1} & \beta_{2} & \cdots & \beta_{j} & \beta_{j+1} & \cdots & \beta_{k-1} \\
\gamma_{1} & \gamma_{2} & & \gamma_{j} & \gamma_{j+1} & \cdots & \gamma_{k-1}
\end{array}\right\rangle \\
& =\left|\prod_{i=1}^{k-1} \frac{\left(\beta_{j}-\gamma_{i}+i-j+1\right)\left(\beta_{j}+\gamma_{i}+2 k-i-j-1\right)}{\left(\beta_{j}-\beta_{i}+i-j+1\right)\left(\beta_{j}+\beta_{i}+2 k-i-j-1\right)}\right|^{\frac{1}{2}} . \tag{5.37}
\end{align*}
$$

b. The Case $\Gamma_{i 0}$. From (5.23) and (5.26)

$$
\begin{equation*}
\Gamma_{i 0}\binom{\beta_{i}}{\gamma_{i}}=\Gamma_{i 0}\binom{\beta_{i}}{\beta_{i}}+\left(\beta_{i}-\gamma_{i}\right) \frac{\Omega_{i 0}\binom{\beta_{i}}{\beta_{i}-1}}{q_{i}\binom{\beta_{i}}{\beta_{i}-1}} . \tag{5.38}
\end{equation*}
$$

In order to start the recursion process, the relation between $\Gamma_{i 0}\binom{\beta_{i}}{\beta_{i}}$ and $\Omega_{i 0}\binom{\beta_{i}}{\beta_{i}-1} / q_{i}\binom{\beta_{i}}{\beta_{i}-1}$ must be known. The technique used for the case $\Gamma_{i j}$ cannot be applied here. However, by applying the quadratic invariant to both sides of

$$
\left\{Q_{2 k-1, i}\left|\begin{array}{l}
1  \tag{5.39}\\
0
\end{array}\right\rangle\left\langle\begin{array}{|c}
\overline{\beta_{i}} \\
\beta_{i}-1
\end{array}\right\rangle=\Omega_{i 0}\binom{\beta_{i}}{\beta_{i}-1}\left|\begin{array}{c}
\overrightarrow{\bar{p}_{i}} \\
\bar{\beta}_{i}
\end{array}\right\rangle+\cdots,\right.
$$

the desired relation is obtained (details are given in

Appendix B) as

$$
\begin{align*}
\Gamma_{i 0}\binom{\beta_{i}}{\beta_{i}}=-\left(\beta_{i}\right. & +k-i-1) \\
& \times \Omega_{i 0}\binom{\beta_{i}}{\beta_{i}-1} / q_{i}\binom{\beta_{i}}{\beta_{i}-1}, \tag{5.40}
\end{align*}
$$

$$
\begin{equation*}
\Gamma_{10}\binom{\beta_{1}}{\gamma_{1}}=\prod_{i=1}^{k-1} \frac{\gamma_{i}+k-i-1}{\beta_{i}+k-i-1} \Gamma_{k-1,0}\binom{\beta_{k-1}}{\beta_{k-1}}, \tag{5.41}
\end{equation*}
$$

so that

$$
\begin{align*}
& \left\langle\begin{array}{cccccc}
\beta_{1} & \beta_{2} & \cdots & \beta_{i} & \cdots & \beta_{k-1} \\
\gamma_{1} & \gamma_{2} & & \gamma_{i} & & \gamma_{k-1}
\end{array}\right| \\
& \times V^{(2 k-1)}\left|\begin{array}{llllll}
\beta_{1} & \beta_{2} & \cdots & \beta_{i} & \cdots & \beta_{k-1} \\
\gamma_{1} & \gamma_{2} & \cdots & \gamma_{i} & \cdots & \gamma_{k-1}
\end{array}\right\rangle \\
& =\prod_{i=1}^{k-1} \frac{\gamma_{i}+k-i-1}{\beta+k-i-1} . \tag{5.42}
\end{align*}
$$

(2) The Case $n=2 k+1$

The procedure is exactly the same, except that the term $\Gamma_{i 0}$ does not exist ( $V^{(2 k)}$ has no diagonal matrix element). The result is

$$
\begin{align*}
& \left\langle\begin{array}{ccccccccc}
\beta_{1} & \beta_{2} & \cdots & \beta_{j-1} & \beta_{j}+1 & \beta_{j+1} & \cdots & \beta_{k-1} & \beta_{k} \\
\gamma_{1} & \gamma_{2} & \cdots & \gamma_{j-1} & \gamma_{j} & \gamma_{j+1} & & \gamma_{k-1} &
\end{array}\right| V^{(2 k)}\left|\begin{array}{ccccccccc}
\beta_{1} & \beta_{2} & \cdots & \beta_{j-1} & \beta_{j}+1 & \beta_{j+1} & \cdots & \beta_{k-1} & \beta_{k} \\
\gamma_{1} & \gamma_{2} & & \gamma_{j-1} & \gamma_{j} & \gamma_{j+1} & \cdots & \gamma_{k-1} &
\end{array}\right\rangle \\
& =\left\lvert\, \prod_{i=1}^{k-1}\left(\left.\frac{\left(\beta_{j}-\gamma_{i}+i-j+1\right)\left(\beta_{j}+\gamma_{i}+2 k-i-j\right)}{\left(\beta_{j}-\beta_{i}+i-j+1\right)\left(\beta_{j}+\beta_{i}+2 k-i-j\right)}\right|^{\frac{1}{2}} .\right.\right.  \tag{5.43}\\
& \text { C. Evaluation of }\left\langle\begin{array}{l}
m_{n j} \\
m_{n-1, n} \\
m_{n-2, j}
\end{array}\right| J_{n-1, n}\left|\begin{array}{l}
m_{n j} \\
m_{n-1, j} \\
m_{n-2, j}
\end{array}\right\rangle
\end{align*}
$$

Combining the results of subsections A and B above, Eqs. (5.2), (5.9), (5.10), (5.14), (5.37), (5.42), and (5.43), the Gel'fand-Zetlin matrix elements are obtained. With

$$
\begin{align*}
& l_{2 k, \alpha}=m_{2 k, \alpha}+k-\alpha, \\
& l_{2 k-1, a}=m_{2 k-1, a}+k-\alpha, \\
& \left\langle\begin{array}{c}
m_{2 k, j} \\
m_{2 k-1, j}+1 \\
m_{2 k-2, j}
\end{array}\right| J_{2 k-1,2 k}\left|\begin{array}{l}
m_{2 k, j} \\
m_{2 k-1, j} \\
m_{2 k-2, j}
\end{array}\right\rangle=-i\left|\frac{\prod_{\alpha=1}^{k-1}\left(l_{2 k-2, \alpha}^{2}-l_{2 k-1, j}^{2}\right) \prod_{\beta=1}^{k}\left(l_{2 k, \beta}^{2}-l_{2 k-1, j}^{2}\right)}{l_{2 k-1, j}^{2}\left(4 l_{2 k-1, j}^{2}-1\right) \prod_{\alpha \neq j}^{k-1}\left(l_{2 k-1, \alpha}^{2}-l_{2 k-1, j}^{2}\right)\left[\left(l_{2 k-1, \alpha}-1\right)^{2}-l_{2 k-1, j}^{2}\right]}\right|^{\frac{1}{2}},  \tag{5.44}\\
& \left\langle\begin{array}{l}
m_{2 k, j} \\
m_{2 k-1, j} \\
m_{2 k-2, j}
\end{array}\right| J_{2 k-1,2 k}\left|\begin{array}{l}
m_{2 k, j} \\
m_{2 k-1, j} \\
m_{2 k-2, j}
\end{array}\right\rangle=\frac{\prod_{\alpha=1}^{k-1} l_{2 k-2, \alpha} \prod_{\beta=1}^{k} l_{2 k, \beta}}{\prod_{\alpha=1}^{k-1} l_{2 k-1, \alpha}\left(l_{2 k-1, \alpha}-1\right)}, \tag{5.45}
\end{align*}
$$

$$
\begin{align*}
&\left\langle\begin{array}{l}
m_{2 k+1, j} \\
m_{2 k, j}+1 \\
m_{2 k-1, j}
\end{array}\right| J_{2 k, 2 k+1}\left|\begin{array}{l}
m_{2 k+1, \lambda} \\
m_{2 k, j} \\
m_{2 k-1, j}
\end{array}\right\rangle \\
&= \frac{-i}{2} \left\lvert\, \frac{\prod_{\alpha=1}^{k-1}\left(l_{2 k-1, \alpha}-l_{2 k, j}-1\right)\left(l_{2 k-1, \alpha}+l_{2 k, j}\right) \prod_{\beta=1}^{k}\left(l_{2 k+1, \beta}-l_{2 k, j}-1\right)\left(l_{2 k+1, j}+l_{2 k, j}\right)}{\prod_{\alpha \neq j}^{k}\left(l_{2 k \alpha}^{2}-l_{2 k j}^{2}\right)\left[l_{2 k \alpha}^{2}-\left(l_{2 k j}+1\right)^{2}\right]}\right. \tag{5.46}
\end{align*}
$$

## APPENDIX A. EVALUATION OF

$$
\langle i| Q_{2 k+1, i} O_{2 k+1,-i}|i\rangle
$$

There are many graphs in $O_{2 k+1,-i}$. For some types of calculation certain ways of grouping them are more convenient than others. The following example demonstrates one way.

$$
\begin{align*}
& O_{2 k+1,-i}=\sum_{j=1}^{k} \sum_{p=1}^{j} \sum_{t=i+1}^{k}\{-i, l\}\left(-\rho_{-l,-j}\right)\{j,-p\} Q_{2 k+1, p} \\
& \times \prod_{\gamma=j+1}^{k} a_{i, \gamma} \prod_{\gamma=l+1}^{k} a_{i,-\gamma} \prod_{\gamma=1}^{p-1} a_{i, \gamma} \\
& +\sum_{j=i}^{k}\{-i, j\} Q_{2 k+1,-j} \prod_{\gamma=1}^{k} a_{i \gamma} \prod_{\gamma=j+1}^{k} a_{i,-\gamma}, \tag{A1}
\end{align*}
$$

$$
\begin{align*}
& A_{j}=\sum_{l=i+1}^{k}\{-i, l\}\left(-\rho_{-l,-\infty}\right) \prod_{\gamma=l+1}^{k} a_{i,-\gamma} \\
& \qquad-i, i\}=\{j,-j\}=1 \\
& B_{j}=\sum_{\nu=1}^{j}\{j,-p\} Q_{2 k+1, p} \prod_{\gamma=1}^{p-1} a_{i \gamma} \\
& C_{j}=\prod_{\gamma=j+1}^{k} a_{i \gamma},  \tag{A2}\\
& A^{\prime}=\sum_{j=i}^{k}\{-i, j\} Q_{2 k+1,-j} \prod_{\gamma=j+1}^{k} a_{i,-\gamma} \\
& B^{\prime}=\prod_{\gamma=1}^{k} a_{i \gamma}, \\
& O_{2 k+1,-i}=\sum_{j=1}^{k} A_{j} B_{j} C_{j}+A^{\prime} B \prime \tag{A3}
\end{align*}
$$

where $\{-\alpha, \beta\}$ means summation of all possible graphs, which have a chain away from the $|\beta|$ th point
on the top when $\beta$ is positive and on the bottom when $\beta$ is negative; and a chain ending at the $|\alpha|$ th point on the top when $\alpha$ is positive and on the bottom when $\alpha$ is negative.

## Example:

$\{-1,5\}$ includes the following graphs in the top row:

(With one arrow link of the chain and three points.)

(All the possible distinct graphs generated by removing any one free point from the first graph, with the appropriate chains.)

(All the possible distinct graphs generated by removing any two free points from the first graph, with the appropriate chains.)
(All the possible distinct graphs generated by removing three free points from the first graph.)

Since the distribution of free points uniquely determines the graph, it is sometimes more convenient to define the graph by its free points.

## With

$$
\begin{equation*}
\langle i| Q_{2 k+1, \alpha}\left(-\rho_{-\alpha \beta}\right)=\langle i|(-2) Q_{2 k+1, \beta} \quad 0<\alpha<|\beta| \tag{A4}
\end{equation*}
$$

each chain contraction gives a factor ( -2 ), and

$$
\begin{align*}
& \langle i| Q_{2 k+1, i}\{-i, l\} \\
& =-2\langle i| Q_{2 k+1, l} \prod_{\alpha=i+1}^{l-1} a_{i,-\alpha}\left[1+(-2) \sum_{\beta=i+1}^{l-1} \frac{1}{a_{i,-\beta}}\right. \\
& \left.\quad+(-2)^{2} \sum_{\substack{\beta, \gamma=i+1 \\
\beta \neq \gamma}}^{l-1} \frac{1}{a_{i,-\beta} a_{i,-\gamma}}+\cdots(-2)^{l-i-1} \frac{1}{\prod_{\alpha=i+1}^{l-1} a_{i,-\alpha}}\right] \tag{A5}
\end{align*}
$$

The second term in the parenthesis comes from the removal of one free point from the first graph which is

$$
\left(-\rho_{-i l}\right) \prod_{\alpha=i+1}^{l-1} a_{i,-\alpha}
$$

and the last term in the parenthesis comes from the removal of all free points from the first graph. A similar removal of free points gives the intermediate terms. By summing up all the terms,

$$
\begin{equation*}
\langle i| Q_{2 k+1, i}\{-i, l\}=-2\langle i| Q_{2 k+1, l} \prod_{\alpha=i+1}^{l-1}\left(a_{i,-\alpha}-2\right) \tag{A6}
\end{equation*}
$$

Similarly

$$
\begin{align*}
&\langle i| Q_{2 k+1, i} A_{j}=\langle i|(-2) Q_{2 k+1,-\gamma}\left[\prod_{\gamma=i+1}^{k}\left(a_{i,-\gamma}-2\right)\right. \\
&\left.+2 \prod_{\gamma=i+1}^{j-1}\left(a_{i,-\gamma}-2\right) \prod_{\gamma=j+1}^{k} a_{i,-\gamma}\right] \tag{A7}
\end{align*}
$$

The first term is the summation of the contribution of all possible graphs with any number of free points from $i+1$ to $k$ in the $A_{j}$; but it has included the graphs

$$
\{-i, j\}\left(-\rho_{-j,-j}\right) \prod_{\alpha=j+1}^{k} a_{i,-\alpha}
$$

which should be zero, since $\rho_{-j-j}=0$. The second term is therefore needed to take away the improper contribution of

$$
\{-i, j\}\left(-\rho_{-j,-j}\right) \prod_{\alpha=j+1}^{k} a_{i,-\alpha}
$$

Similarly

$$
\begin{align*}
& \langle i| Q_{2 k+1,-j} B_{j}=\langle i| \sum_{p=1}^{j-1}(-2) Q_{2 k+1,-p} Q_{2 k+1, p} \\
& \quad \times \prod_{\alpha=p+1}^{i-1}\left(a_{i \alpha}-2\right) \prod_{\alpha=1}^{p-1} a_{i \alpha}+Q_{2 k+1,-j} Q_{2 k+1, j} \prod_{\alpha=1}^{j-1} a_{i \alpha} \tag{A8}
\end{align*}
$$

With Eq. (4.12) and Eq. (A2)

$$
\begin{equation*}
\langle i| Q_{2 k+1,-j} B_{j}|i\rangle=\langle i| Q_{2 k+1,-i} Q_{2 k+1, i} \frac{2 \prod_{\alpha=1}^{i-1} a_{i \alpha} \prod_{\alpha=i+1}^{j} a_{i \alpha} \prod_{\alpha=i+1}^{j-1}\left(a_{i,-\alpha}+2\right)}{\prod_{\alpha=i+1}^{j} a_{i,-\alpha}}|i\rangle . \tag{A9}
\end{equation*}
$$

By combining with (A7), (A2), and (A9)
$\langle i| Q_{2 k+1, i} \sum_{j=i}^{k} A_{j} B_{j} C_{j}|i\rangle=\sum_{j=i}^{k}-4\langle i| \frac{Q_{2 k+1,-i} Q_{2 k+1, i} \prod_{\alpha=i+1}^{j-1}\left(a_{i-\alpha}^{2}-4\right) \prod_{\alpha=1}^{k} a_{i \alpha}\left[\prod_{\alpha=j}^{k}\left(a_{i-\alpha}-2\right)+2 \prod_{\alpha=j+1}^{k} a_{i,-\alpha}\right]_{|i\rangle} .}{a_{i i} \prod_{\alpha=i+1}^{j} a_{i,-\alpha}}$

Similarly, with Eq. (4.12), Eq. (A2), and Eq. (A6)

$$
\begin{align*}
\langle i| Q_{2 k+1, i} A^{\prime} B^{\prime}|i\rangle= & \sum_{j=i}^{k}-4\langle i| J_{2 j-1,2 j} \prod_{\alpha=i+1}^{j-1}\left(a_{i,-\alpha}-2\right) \prod_{\alpha=j+1}^{k} a_{i,-\alpha} \prod_{\alpha=1}^{k} a_{i \alpha}|i\rangle \\
& +\sum_{j=i}^{k}-4\langle i| Q_{2 k+1,-i} Q_{2 k+1, i} \frac{\prod_{\alpha=i+1}^{j-1}\left(a_{i,-\alpha}^{2}-4\right) \prod_{\alpha=j+1}^{k} a_{i,-\alpha} \prod_{\alpha=1}^{k} a_{i \alpha}}{\prod_{\alpha=i+1}^{j} a_{i,-\alpha}}|i\rangle . \tag{A11}
\end{align*}
$$

By summing up Eq. (A10) and (A11), finally

$$
\begin{equation*}
\langle i| Q_{2 k+1, i} O_{2 k+1,-i}|i\rangle=\langle i|\left[\prod_{\alpha=1}^{k} a_{i \alpha} \prod_{\alpha=i+1}^{k}\left(a_{i,-\alpha}-2\right)\right]\left(m_{2 k+1, i}-J_{2 i-1,2 i}+1\right)\left(m_{2 k+1, i}+J_{2 i-1,2 i}+2 k-2 i\right)|i\rangle . \tag{A12}
\end{equation*}
$$

A similar process works for $O(2 k)$, and gives

$$
\begin{align*}
\langle i| Q_{2 k, i} O_{2 k,-i}|i\rangle=\langle i|\left(m_{2 k, i}+J_{2 i-1,2 i}+2 k-2 i-1\right)\left(m_{2 k, i}-\right. & \left.J_{2 i-1,2 i}+1\right)|i\rangle \\
& \times\langle i| \prod_{\alpha=i+1}^{k}\left(a_{i,-\alpha}-2\right) \prod_{\alpha=1}^{k} b_{i \alpha}|i\rangle\langle i| \frac{1}{b_{i i}}|i\rangle . \tag{A13}
\end{align*}
$$

APPENDIX B. DERIVATION OF EQ. (5.40)
To derive Eq. (5.40),

$$
\begin{align*}
\Gamma_{i 0}\binom{\beta_{i}}{\beta_{i}}=-\left(\beta_{i}\right. & +k-i-1) \\
& \times \Omega_{i 0}\binom{\beta_{i}}{\beta_{i}-1} / q_{i}\binom{\beta_{i}}{\beta_{i}-1}, \tag{5.40}
\end{align*}
$$

the quadratic Casimir invariant $C_{2 k-1}$ is applied to Eq. (5.39). In order to simplify the evaluation of these terms, the following points are useful:
(1) $\quad Q_{\alpha i}\left|\begin{array}{l}\beta_{i} \\ \gamma_{i}\end{array}\right\rangle=0 \quad i>0, \quad \alpha<2 k-1$
since $\left|\begin{array}{l}\beta_{i} \\ \gamma_{i}\end{array}\right\rangle$ belongs to $\left[\mathcal{M}_{2 k-1 \mu}^{(2 k-2)}\right]$
(2)a. $\quad Q_{2 k-1, j} Q_{2 k-1, i}\left|\begin{array}{l}1 \\ 0\end{array}\right\rangle=0, \quad i \neq-j$.

The net result of the two $Q$ operations in succession would either have to change one of the $m_{2 k-2, \alpha}$ by two or two of the $m_{2 k-2, \alpha}$ by one each. Both cases are impossible since $m_{2 k-1, \alpha}$ is [1000 $\cdots$ ].
b. $\quad Q_{2 k-1,-i} Q_{2 k-1, i}\left|\begin{array}{l}1 \\ 0\end{array}\right\rangle=2\left|\begin{array}{l}1 \\ 0\end{array}\right\rangle$,
a direct consequence of Eq. (4.14) and Eq. (4.15).
(3) $C_{2 k-1}=\sum_{i<j}^{2 k-1} J_{i j}^{2}$

$$
=\sum_{j=1}^{k-1} Q_{2 k-1,-j} Q_{2 k-1, j}+\sum_{j<x \leq k-1} Q_{2 \alpha,-j} Q_{2 \alpha, j}
$$

$$
\begin{align*}
& +\sum_{j<\alpha \leq k-1} Q_{2 \alpha-1,-j} Q_{2 \alpha-1, j}+\sum_{\alpha=1}^{k-1} J_{2 \alpha-1,2 \alpha}^{2} \\
& +\sum_{\alpha=1}^{k-1}(2 k-2 \alpha-1) J_{2 \alpha-1,2 \alpha} \tag{B4}
\end{align*}
$$

Proof: Operating on Eq. (5.39):

$$
\left\{Q_{2 k-1, i}\left|\begin{array}{l}
1  \tag{5.39}\\
0
\end{array}\right\rangle\right\rangle\left|\begin{array}{c}
\beta_{i} \\
\beta_{i}-1
\end{array}\right\rangle=\Omega_{i 0}\binom{\beta_{i}}{\beta_{i}-1}\left|\begin{array}{l}
\overline{\beta_{i}} \\
\beta_{i}
\end{array}\right\rangle+\cdots
$$

with $C_{2 k-1}$ in the form of Eq. (B4), bearing in mind (B1), (B2),

$$
\begin{align*}
& \left\{Q _ { 2 k - 1 , - i } Q _ { 2 k - 1 , i } | \begin{array} { l } 
{ 1 } \\
{ 0 }
\end{array} \rangle \left\langle\left\{Q_{2 k-1, i}\left|\begin{array}{|c}
\overline{\beta_{i}} \\
\beta_{i}-1
\end{array}\right\rangle\right.\right.\right. \\
& +\left\{Q_{2 k-1, i}\left|\begin{array}{l}
1 \\
0
\end{array}\right\rangle\right\rangle\left[\sum_{j=1}^{k-1} Q_{2 k-1,-j} Q_{2 k-1, j}+\sum_{\alpha=1}^{k-1} J_{2 \alpha-1,2 \alpha}^{2}\right. \\
& \left.+\sum_{\alpha=1}^{k-1}(2 k-2 \alpha-1) J_{2 \alpha-1,2 \alpha}\right] \longdiv { \begin{array} { c } 
{ \beta _ { i } } \\
{ \beta _ { i } - 1 }
\end{array} \rangle } \\
& +\left(2 k-2 i+2 \beta_{i}-2\right)\left\{Q_{2 k-1, i}\left|\begin{array}{l}
1 \\
0
\end{array}\right\rangle\right\}\left|\begin{array}{c}
\beta_{i} \\
\beta_{i}-1
\end{array}\right\rangle \\
& =\Omega_{i 0}\binom{\beta_{i}}{\beta_{i}-1} C_{2 k-1}\left|\begin{array}{c}
\beta_{i} \\
\beta_{i}
\end{array}\right\rangle . \tag{B5}
\end{align*}
$$

The second term on the left-hand side cancels the term on the right-hand side, and with Eqs. (B3), (5.20), and (5.24) the derivation of Eq. (5.40) is attained.
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#### Abstract

The unitary irreducible representations of the group $S L(2 C)$ belonging to the principal series restricted to the subgroup $S U(1,1)$ are decomposed into a direct integral of unitary irreducible representations of $S U(1,1)$. The matrix elements of the unitary operator which performs the decomposition are given explicitly and used to obtain a relation between the matrix elements of the unitary irreducible representations of the groups $S L(2 C)$ and $S U(1,1)$. Similar identities between the matrix elements of nonunitary representations of these groups are obtained by means of analytic continuation. The relevance of these results to the theory of complex angular momentum and of high energy nearly forwardscattering is pointed out.


## 1. INTRODUCTION

RECENTLY various authors ${ }^{1,2}$ have suggested and investigated a connection between complex angular momentum and the (not necessarily unitary) irreducible representations of the Poincare group corresponding to a spacelike four-momentum (the momentum transfer). These representations are strictly connected ${ }^{3}$ to the representations of the little group corresponding to a spacelike four-momentum, i.e., the three-dimensional Lorentz group, or the corresponding spinor group, the group $S U(1,1)$ which is homomorphic to it. The scattering amplitude at fixed momentum transfer can be expanded in terms of the matrix elements of these representations. This expansion is strictly connected with the expansion obtained by means of the Sommerfeld-Watson transform. ${ }^{4}$ It can be considered as a generalization of the partial wave analysis, which is an expansion of the scattering amplitude at fixed energy in terms of the matrix elements of the representations of the group SU2.

It has also been suggested ${ }^{5-7}$ that, when the momentum transfer vanishes, it is more natural to expand the scattering amplitude in terms of the matrix elements of the representations of the little group

[^47]corresponding to a vanishing four-momentum, i.e., the homogeneous Lorentz group or the corresponding spinor group $S L(2 C)$ which is homomorphic to it. In other words, many considerations lead us to think that, at vanishing momentum transfer, the expansion in terms of the matrix elements of the representations of $S L(2 C)$ permits a simpler description of the highenergy scattering amplitude.

As the scattering amplitude is an analytic, and therefore continuous, function of the momentum transfer, a connection must exist between the $S L(2 C)$ expansion at vanishing momentum transfer and the $S U(1,1)$ expansion for very small momentum transfer. This connection takes a more suggestive form if we make the assumption (supported by recent research ${ }^{8}$ ) that the scattering amplitude is dominated in the very-high-energy region by Regge pole contributions. As shown in the above-mentioned papers, each Regge pole contribution can be described in terms of the matrix elements of an irreducible nonunitary representation of $S U(1,1)$. Gribov and Volkov ${ }^{9,10}$ have pointed out that, when the momentum transfer vanishes, the various Regge pole contributions can no longer be independent from each other, but must be arranged in families of poles which are displaced from one another by integral numbers. However, there is a large ambiguity in determining the structure of these families, so further hypotheses are needed. According to the ideas sketched above, we suggest ${ }^{11}$ that at vanishing momentum transfer the sum of the Regge pole contributions belonging to a family gives rise to a contribution which can be described in terms of an

[^48]irreducible representation of $S L(2 C)^{12}$; we call it a "Lorentz pole contribution."

In order to investigate the above-mentioned concepts in more detail, it is necessary to study the connection between the representations of the groups $S L(2 C)$ and $S U(1,1)$. This is the aim of the present paper.

In Secs. 2 and 3 we describe the irreducible unitary representations of $S L(2 C)^{13}$ and of the subgroup $S U(1,1) .^{14}$ In Sec. 4 we perform the decomposition of the irreducible unitary representations of $S L(2 C)$ restricted to the subgroup $S U(1,1)$ into a direct integral of unitary irreducible representations of $S U(1,1)$. In Sec. 5 we investigate the properties of the matrix elements of the unitary operator which performs the decomposition. By means of these matrix elements we can write a formula which gives the matrix elements of the representations of $S L(2 C)$ in terms of the matrix elements of the representations of $S U(1,1)$. In Sec. 6 we modify and extend this formula, introducing by means of analytic continuation the matrix elements of nonunitary irreducible representations of the groups considered. In Sec. 7 we show that the identities so obtained are the very mathematical instruments needed in order to clarify and exploit the ideas sketched at the beginning of this Introduction.

The arguments treated in this paper are also useful in connection with the problem of decomposing an irreducible representation of the complex inhomogeneous Lorentz group restricted to the real inhomogeneous Lorentz group (Poincarè group). The importance of this problem in the relativistic theory of scattering has been pointed out by Roffman. ${ }^{15.16}$

## 2. UNITARY IRREDUCIBLE REPRESENTATIONS OF THE GROUP $S L(2 C)$

The elements of the group $S L(2 C)$ are the unimodular complex $2 \times 2$ matrices of the form

$$
a=\left(\begin{array}{ll}
a_{11} & a_{12}  \tag{2.1}\\
a_{21} & a_{22}
\end{array}\right), \quad a_{11} a_{22}-a_{12} a_{21}=1
$$

The unitary (and also the non-unitary) irreducible representations of this group have been investigated and classified by Gel'fand and Naimark. ${ }^{13}$ The method

[^49]used by these authors for the construction of these representations has been generalized by Mackey ${ }^{17.18}$ in his theory of induced representations.

In order to introduce suitable notations, we give in this section a short description of the irreducible unitary representations of $S L(2 C)$ belonging to the principal series. We do not consider in this paper the representations of the complementary series. As in the following, we use Mackey's general techniques, and emphasize the fact that we are dealing with induced representations.

It is useful to introduce the following notation for the elements of some one-parameter subgroups of $S L(2 C)$ :

$$
\begin{align*}
& u_{x}(\theta) \\
& =\left(\begin{array}{cc}
\cos \frac{1}{2} \theta & -i \sin \frac{1}{2} \theta \\
-i \sin \frac{1}{2} \theta & \cos \frac{1}{2} \theta
\end{array}\right), \quad=\left(\begin{array}{cc}
\cosh \frac{1}{2} \zeta & \sinh \frac{1}{2} \zeta \\
\sinh \frac{1}{2} \zeta & \cosh \frac{1}{2} \zeta
\end{array}\right), \\
& u_{v}(\theta) \\
& =\left(\begin{array}{cc}
\cos \frac{1}{2} \theta & -\sin \frac{1}{2} \theta \\
\sin \frac{1}{2} \theta & \cos \frac{1}{2} \theta
\end{array}\right), \quad=\left(\begin{array}{cc}
\cosh \frac{1}{2} \zeta & -i \sinh \frac{1}{2} \zeta \\
i \sinh \frac{1}{2} \zeta & \cosh \frac{1}{2} \zeta
\end{array}\right), \\
& u_{z}(\theta) \\
& =\left(\begin{array}{cc}
\exp \left(-i \frac{1}{2} \theta\right) & 0 \\
0 & \exp \left(i \frac{1}{2} \theta\right)
\end{array}\right), \quad=\left(\begin{array}{cc}
\exp \frac{1}{2} \zeta & 0 \\
0 & \exp \left(-\frac{1}{2} \zeta\right)
\end{array}\right) . \tag{2.2}
\end{align*}
$$

In the homomorphism between $S L(2 C)$ and the Lorentz group, the first three elements give rise to rotations of an angle $\theta$ around the axes of the coordinate system, and the other three elements give rise to pure Lorentz transformations along the coordinate axes with relative velocities $\beta=\tanh \zeta$.
$S U 2$ is the unitary subgroup of $S L(2 C)$ (homomorphic to the rotation group). As well known, every element $u \in S U 2$ can be written in the form

$$
\begin{gather*}
u=u_{z}(\mu) u_{y}(\theta) u_{z}(v), \\
0 \leq \mu<4 \pi, \quad 0 \leq \theta \leq \pi, \quad 0 \leq v<2 \pi \tag{2.3}
\end{gather*}
$$

By means of this parametrization, the invariant measure on $S U 2$ takes the form

$$
\begin{equation*}
d \mu=(4 \pi)^{-2} \sin \theta d \mu d \nu d \theta \tag{2.4}
\end{equation*}
$$

The induced representations we consider are constructed by means of the subgroup $K$ whose elements are complex matrices of the form

$$
k=\left(\begin{array}{cc}
p^{-1} & q  \tag{2.5}\\
0 & p
\end{array}\right), \quad p \neq 0
$$

[^50]and, by means of the following one-dimensional unitary representations of $K$,
\[

$$
\begin{equation*}
L^{M \lambda}(k)=|p(k)|^{2(\lambda+M)}\left[(p(k)]^{-2 M},\right. \tag{2.6}
\end{equation*}
$$

\]

where $p(k)$ is an element of the matrix $k$ as shown in Eq. (2.5); $M$ is an integral or half-integral and $\lambda$ is a pure imaginary parameter.

We mention some properties of the right cosets of $S L(2 C)$ with respect to the subgroup $K^{13}$ :
(a) Every coset (one excepted) contains one and only one element of the form

$$
z=\left(\begin{array}{ll}
1 & 0  \tag{2.7}\\
z & 1
\end{array}\right)
$$

where $z$ represents both a complex number and the corresponding matrix. This means that every matrix $a \in S L(2 C)$ (with $a_{22} \neq 0$ ) can be written in the form $a=k z$ with $k \in K$.
(b) Every coset contains infinite unitary matrices. Two unitary matrices $u$ and $u^{\prime}$ belong to the same coset if and only if

$$
\begin{equation*}
u^{\prime}=u_{z}(\mu) u \tag{2.8}
\end{equation*}
$$

for some value of $\mu$. This means that every matrix $a \in S L(2 C)$ can be written (in an infinite number of ways) in the form $a=k u$ with $k \in K$ and $u \in S U 2$.

A measure in the space of the right cosets can be considered as a measure $d \mu(z)$ in the complex plane of $z$. We choose this measure in the following way:

$$
\begin{equation*}
\int \psi(z) d \mu(z)=\int_{S U 2} \psi(u) d \mu, \tag{2.9}
\end{equation*}
$$

where $\psi(a)$ is an arbitrary function defined over $S L(2 C)$ with the property

$$
\begin{equation*}
\psi(k a)=\psi(a), \quad k \in K . \tag{2.10}
\end{equation*}
$$

A simple calculation shows that Eq. (2.9) requires that

$$
\begin{equation*}
d \mu(z)=d \operatorname{Re} z d \operatorname{Im} z / \pi\left(1+|z|^{2}\right)^{2} \tag{2.11}
\end{equation*}
$$

An element $a \in S L(2 C)$ given by Eq. (2.1) operates a transformation in the space of the right cosets or in the space of the representative elements $z$. More explicitly, this transformation is

$$
\begin{equation*}
z^{\prime} \rightarrow z^{\prime \prime}=k z^{\prime} a, \quad k \in K \tag{2.12}
\end{equation*}
$$

or, performing the calculations

$$
\begin{equation*}
z^{\prime \prime}=\left(z^{\prime} a_{11}+a_{21}\right) /\left(z^{\prime} a_{12}+a_{22}\right) . \tag{2.13}
\end{equation*}
$$

From Eq. (2.11) we know that the measure $d \mu(z)$ is affected in the following way by the transformation (2.12):

$$
\begin{equation*}
\frac{d \mu\left(z^{\prime \prime}\right)}{d \mu\left(z^{\prime}\right)}=\left(\frac{1+\left|z^{\prime}\right|^{2}}{\left|z^{\prime} a_{12}+a_{22}\right|^{2}+\left|z^{\prime} a_{11}+a_{21}\right|^{2}}\right)^{2} . \tag{2.14}
\end{equation*}
$$

Given an element $a$ of $S L(2 C)$, we indicate by ( $a)_{0}$ an arbitrary unitary matrix which belongs to the same coset. Clearly $a(a)_{0}^{-1}$ belongs to the group $K$. If $a$ is
given by Eq. (2.1), we have

$$
\begin{equation*}
\left|p\left[a(a)_{0}^{-1}\right]\right|^{2}=\left|a_{21}\right|^{2}+\left|a_{22}\right|^{2} \tag{2.15}
\end{equation*}
$$

Therefore Eq. (2.14) can be written in the form

$$
\begin{equation*}
\frac{d \mu\left(z^{\prime \prime}\right)}{d \mu\left(z^{\prime}\right)}=\left|\frac{p\left[z^{\prime}\left(z^{\prime}\right)_{0}^{-1}\right]}{p\left[z^{\prime} a\left(z^{\prime} a\right)_{0}^{-1}\right]}\right|^{4}=\left|\frac{p\left[a^{\prime}\left(a^{\prime}\right)_{0}^{-1}\right]}{p\left[a^{\prime} a\left(a^{\prime} a\right)_{0}^{-1}\right]}\right|^{4} . \tag{2.16}
\end{equation*}
$$

In the last expression of this equation, $a^{\prime}$ is an arbitrary element belonging to the same coset as $z^{\prime}$ [note that $\left(a^{\prime}\right)_{0}=\left(k z^{\prime}\right)_{0}=\left(z^{\prime}\right)_{0}$ and that $p(k)$ is a representation of $K$ ].

The Hilbert space $\mathfrak{H e}$, where the induced representation $D^{M \lambda}=U^{L^{M \lambda}}$ operates, is formed by functions $f(a)$ defined on $S L(2 C)$ which satisfy the covariance condition

$$
\begin{equation*}
f(k a)=L^{M \lambda}(k) f(a), \quad k \in K . \tag{2.17}
\end{equation*}
$$

The scalar product is defined by

$$
\begin{equation*}
\left(f, f^{\prime}\right)=\int_{S U 2} \overline{f(u)} f^{\prime}(u) d \mu \tag{2.18}
\end{equation*}
$$

and the representation operators operate in the following way:

$$
\begin{equation*}
\left[D^{M \lambda}(a) f\right]\left(a^{\prime}\right)=\left|\frac{p\left[a^{\prime}\left(a^{\prime}\right)_{0}^{-1}\right]}{p\left[a^{\prime} a\left(a^{\prime} a\right)_{0}^{-1}\right]}\right|^{2} f\left(a^{\prime} a\right) \tag{2.19}
\end{equation*}
$$

Equations (2.17)-(2.19) define the induced representation completely.

Equation (2.19) can also be written in terms of functions defined on $S U 2$ alone:

$$
\begin{align*}
& {\left[D^{M \lambda}(a) f\right](u)} \\
& \quad=\left|p\left[u a(u a)_{0}^{-1}\right]\right|^{-2} f(u a) \\
& \quad=\left|p\left[u a(u a)_{0}^{-1}\right]\right|^{-2} L^{M \lambda}\left[u a(u a)_{0}^{-1}\right] f\left[(u a)_{0}\right] \\
& \quad=\left|p\left[u a(u a)_{0}^{-1}\right]\right|^{2(\lambda+M-1)}\left(p\left[u a(u a)_{0}^{-1}\right]\right)^{-2 M} f\left[(u a)_{0}\right] . \tag{2.20}
\end{align*}
$$

The covariance condition in this case takes the simpler form

$$
\begin{equation*}
f\left(u_{z}(\mu) u\right)=\exp (-i M \mu) f(u) . \tag{2.21}
\end{equation*}
$$

In order to write the representation operators in matrix form, we have to choose a basis in the Hilbert space of the functions $f(u)$ which satisfies Eq. (2.21). A very convenient choice is the following:

$$
\begin{equation*}
\Phi_{j m}^{M}(u)=(2 j+1)^{\frac{1}{2}} R_{M m}^{j}(u) . \tag{2.22}
\end{equation*}
$$

$R_{M m}^{j}(u)$ are the matrix elements of the unitary irreducible representations of $S U 2$, which can be written in the form ${ }^{19}$

$$
\begin{equation*}
R_{m m^{\prime}}^{j}\left(u_{z}(\mu) u_{v}(\theta) u_{z}(\nu)\right)=\exp \left(-i m \mu-i m^{\prime} v\right) r_{m m^{\prime}}^{j}(\theta) \tag{2.23}
\end{equation*}
$$

where the functions $r_{m m^{\prime}}^{j}(\theta)$ are given in Eq. (A6) of Appendix A.

It is known ${ }^{13}$ that every element of $S L(2 C)$ can be

[^51]decomposed in the following way:
\[

$$
\begin{gather*}
a=u_{1} a_{2}(\zeta) u_{2} \\
u_{1}, u_{2} \in S U 2, \quad 0 \leq \zeta<\infty \tag{2.24}
\end{gather*}
$$
\]

From Eq. (2.20) we have

$$
\begin{equation*}
\left[D^{M \lambda}(u) \Phi_{i m}^{M}\right]\left(u^{\prime}\right)=\Phi_{j m}^{M}\left(u^{\prime} u\right)=\sum_{m^{\prime}} \Phi_{j_{m}}^{M}\left(u^{\prime}\right) R_{m^{\prime} m}^{j}(u), \tag{2.25}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\mathscr{D}_{j m i^{\prime} m^{\prime}}^{M \lambda}(u)=\left(\phi_{j m}^{M}, \mathfrak{D}^{M \lambda}(u) \Phi_{i^{\prime} m^{\prime}}^{M}\right)=\delta_{i j^{\prime}} R_{m m^{\prime}}^{j}(u) . \tag{2.26}
\end{equation*}
$$

We show in Appendix A that

$$
\begin{equation*}
\mathfrak{D}_{j m j^{\prime} m^{\prime}}^{M \lambda}\left(a_{z}(\zeta)\right)=\delta_{m m^{\prime}} d_{m j j^{\prime}}^{M \lambda}(\zeta) \tag{2.27}
\end{equation*}
$$

From the last two equations we can obtain the general form of a matrix element of the representation operator

$$
\begin{array}{r}
\mathfrak{D}_{j m j^{\prime} m^{\prime}}^{M \lambda}\left(u_{1} a_{2}(\zeta) u_{2}\right)=\sum_{m^{*}} R_{m m^{\prime \prime}}^{j}\left(u_{1}\right) d_{m^{\prime \prime} j j^{\prime}}^{M \lambda}(\zeta) R_{m^{\prime \prime} m^{\prime}}^{j^{\prime}}\left(u_{2}\right) .  \tag{2.28}\\
(28.28
\end{array}
$$

Many properties of the functions $d_{m j i}^{M \lambda}(\zeta)$ are given in Appendix A.

In particular, we know that representations $\mathbb{D}^{M \lambda}$ and $\mathfrak{D}^{-M,-\lambda}$ are equivalent and therefore the following identity must hold:

$$
\begin{equation*}
\mathcal{D}_{j m j^{\prime} m^{\prime}}^{-M, \lambda}(a)=\mathcal{U}_{j}^{-M,-\lambda} D_{j m j^{\prime} m^{\prime}}^{M \lambda}(a) \cup_{j^{\prime}}^{M \lambda}, \tag{2.29}
\end{equation*}
$$

where the functions $\mathcal{U}_{j}^{M \lambda}$ are given by Eq. (A18) of Appendix A. In the following we use the decomposition

$$
\begin{equation*}
D_{j m j^{\prime} m^{\prime}}^{M \lambda}(a)=\mathcal{A}_{j m j^{\prime} m^{\prime}}^{M \lambda}(a)+\mathcal{U}_{j}^{M \lambda} \mathcal{A}_{j m j^{\prime} m^{\prime}}^{-M,-\lambda}(a) \mathcal{U}_{j^{\prime}}^{-M,-\lambda}, \tag{2.30}
\end{equation*}
$$

where

$$
\begin{array}{r}
\mathcal{A}_{j m j^{\prime} m^{\prime}}^{M \lambda}\left(u_{1} a_{z}(\zeta) u_{2}\right) \\
=\sum_{m^{\prime \prime}} R_{m m^{\prime \prime}}^{j}\left(u_{1}\right) a_{m^{\prime \prime} j j^{\prime}}^{M \lambda}(\zeta) R_{m^{\prime \prime} m^{\prime}}^{j^{\prime}}\left(u_{2}\right) . \tag{2.31}
\end{array}
$$

As shown in Appendix A, the functions $a_{m j j^{\prime}}^{M \lambda}(\zeta)$ have a simple asymptotic behavior for $\zeta \rightarrow \infty$.

## 3. UNITARY IRREDUCIBLE REPRESENTATIONS OF THE GROUP $S U(1,1)$

The group $S U(1,1)$ is a subgroup of $S L(2 C)$ formed by all the complex matrices of the form

$$
v=\left(\begin{array}{cc}
\alpha & \beta  \tag{3.1}\\
\bar{\beta} & \bar{\alpha}
\end{array}\right), \quad|\alpha|^{2}-|\beta|^{2}=1 .
$$

Every element of this group can be written in a unique way as follows:

$$
\begin{gather*}
v=u_{z}(\mu) a_{x}(\zeta) u_{z}(v) \\
0 \leq \mu<4 \pi, \quad 0 \leq v<2 \pi, \quad 0 \leq \zeta<\infty . \tag{3.2}
\end{gather*}
$$

With this parametrization, the invariant measure on the group takes the form

$$
\begin{equation*}
d v=(4 \pi)^{-2} \sinh \zeta d \mu d \nu d \zeta . \tag{3.3}
\end{equation*}
$$

The irreducible representations of $S U(1,1)$ have been described by Bargmann. ${ }^{14}$ The representation matrices have the form

$$
\begin{equation*}
D_{m m^{\prime}}^{\Lambda}\left(u_{z}(\mu) a_{x}(\zeta) u_{z}(v)\right)=\exp \left(-i m \mu-i m^{\prime} v\right) d_{m m^{\prime}}^{\Lambda}(\zeta) . \tag{3.4}
\end{equation*}
$$

The superscript $\Lambda$ is a shorthand notation for the parameters which label the equivalence classes of irreducible representations. In order to obtain more explicit formulas, it has to be replaced in the following way:
(a) Representations of the continuous classes: $\Lambda$ stands for the two parameters $\epsilon, l$. The parameter $\epsilon$ takes the value 0 for the representations of the integral type and $\frac{1}{2}$ for the representations of the half-integral type. The unitary representations of the principal series correspond to complex values of the parameter $l$ with $\operatorname{Re} l=-\frac{1}{2}$. For other values of $l$ we have nonunitary representations, some of which are equivalent to the unitary representations of the complementary series. The subscripts $m$ and $m^{\prime}$ take the values $\epsilon$, $\epsilon \pm 1, \epsilon \pm 2, \cdots$.
(b) Representations of the discrete classes: $\Lambda$ stands for $k \pm$ with $k=\frac{1}{2}, 1, \frac{3}{2}, \cdots$. The subscripts $m$ and $m^{\prime}$ take the values $k, k+1, k+2, \cdots$ for the representations $D^{k+}$ and $-k,-(k+1),-(k+2), \cdots$ for the representations $D^{k-}$.

The Plancherel formula can be written in the form

$$
\begin{equation*}
\int_{S U(1,1)}|f(v)|^{2} d v=\int \sum_{m m^{\prime}}\left|F_{m m^{\prime}}^{\wedge}\right|^{2} d \Lambda \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{m m^{\prime}}^{\Lambda}=\int_{S U(1,1)} f(v) D_{m m^{\prime}}^{\Lambda}(v) d v . \tag{3.6}
\end{equation*}
$$

The Plancherel measure $d \Lambda$ which appears in Eq. (3.5) is defined by

$$
\begin{align*}
\int \psi(\Lambda) d \Lambda= & \sum_{\epsilon} \int_{0}^{\infty} \psi\left(\epsilon, \text { is }-\frac{1}{2}\right) \eta\left(\epsilon, \text { is }-\frac{1}{2}\right) d s \\
& +\sum_{k}(2 k-1)[\psi(k+)+\psi(k-)], \tag{3.7}
\end{align*}
$$

where

$$
\begin{align*}
& \eta(0, l)=(2 l+1) \cot \pi l,  \tag{3.8}\\
& \eta\left(\frac{1}{2}, l\right)=-(2 l+1) \tan \pi l .
\end{align*}
$$

For the functions $d_{m m^{\prime}}^{\epsilon l}(\zeta)=d_{m m^{\prime}}^{l}(\zeta)$ we use a phase convention different from that used by Bargmann. ${ }^{14}$ In such a way we obtain functions which are analytic in the whole complex $l$ plane. For $m \geq m^{\prime}$ they can be expressed in terms of the hypergeometric function in the following way ${ }^{5}$ :

$$
\begin{align*}
d_{m m^{\prime}}^{l}(\zeta)= & \frac{1}{\left(m-m^{\prime}\right)!} \frac{\Gamma(l+m+1)}{\Gamma\left(l+m^{\prime}+1\right)}\left(\cosh \frac{\zeta}{2}\right)^{m+m^{\prime}} \\
& \times\left(\sinh \frac{\zeta}{2}\right)^{m-m^{\prime}} F_{21}(m-l, m+l+1 \\
& \left.m-m^{\prime}+1 ;-\left(\sinh \frac{\zeta}{2}\right)^{2}\right), \tag{3.9}
\end{align*}
$$

and they satisfy the symmetry conditions

$$
\begin{align*}
& \frac{d_{m m^{\prime}}^{l}(\zeta)}{d_{m m^{\prime}}^{l}(\zeta)}=d_{-m,-m^{\prime}}^{l}(\zeta)  \tag{3.10}\\
& d_{m^{\prime}}(\zeta)
\end{align*}
$$

From Eq. (3.9) we can derive the identity

$$
\begin{equation*}
d_{m m^{\prime}}^{-l-1}(\zeta)=U_{m}^{-l-1} d_{m m^{\prime}}^{l}(\zeta) U_{m^{\prime}}^{l} \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{m}^{l}=\frac{\Gamma(l+m+1)}{\Gamma(m-l)}, \quad U_{m}^{-l-1} U_{m}^{l}=1 \tag{3.12}
\end{equation*}
$$

These equations show that the representations $D^{\epsilon l}$ and $D^{\varepsilon,-l-1}$ are equivalent.

We use in the following the decomposition

$$
\begin{equation*}
d_{m m^{\prime}}^{l}(\zeta)=a_{m m^{\prime}}^{l}(\zeta)+U_{m}^{l} a_{m m^{\prime}}^{-l}(\zeta) U_{m^{\prime}}^{-l-1}, \tag{3.13}
\end{equation*}
$$

where

$$
\begin{align*}
a_{m m^{\prime}}^{l}(\zeta)= & \frac{(-1)^{m-m^{\prime}} \Gamma(-2 l-1)}{\Gamma(-l-m) \Gamma(-l+m)}\left(\sinh \frac{\zeta}{2}\right)^{-2 l-2} \\
& \times\left(\operatorname{coth} \frac{\zeta}{2}\right)^{m+m^{\prime}} F_{21}\left(l+m^{\prime}+1, l+m+1 ;\right. \\
& \left.2 l+2 ;-\left(\sinh \frac{\zeta}{2}\right)^{-2}\right) \tag{3.14}
\end{align*}
$$

Functions (3.14) have a simple asymptotic behavior for large values of $\zeta$. They are analytic in the whole complex plane, apart from poles for half-integral values of $l-m$.
The functions $d_{m m}^{k+}(\zeta)$ have been computed by Bargmann. ${ }^{14}$ They can be given in terms of the functions defined above by means of the formulas

$$
\begin{equation*}
d_{m m^{\prime}}^{k+}(\zeta)=\left[\frac{(m-k)!\left(m^{\prime}+k-1\right)!}{\left(m^{\prime}-k\right)!(m+k-1)!}\right]^{\frac{1}{2}} d_{m m^{\prime}}^{(k-1)}(\zeta) \tag{3.15}
\end{equation*}
$$

or

$$
\begin{equation*}
d_{m m^{\prime}}^{k+}(\zeta)=2\left[\frac{(m-k)!\left(m^{\prime}+k-1\right)!}{\left(m^{\prime}-k\right)!(m+k-1)!}\right]^{\frac{1}{2}} a_{m m^{\prime}}^{(k-1)}(\zeta) \tag{3.16}
\end{equation*}
$$

The functions $d_{m m}^{k-}(\zeta)$ are given by

$$
\begin{equation*}
d_{m m^{\prime}}^{k-}(\zeta)=d_{-m^{\prime},-m}^{k+}(\zeta)=(-1)^{m-m^{*}} d_{-m,-m^{\prime}}^{k+}(\zeta) . \tag{3.17}
\end{equation*}
$$

It is useful to define the matrices also:

$$
\begin{equation*}
A_{m n^{\prime}}^{l}\left(u_{x}(\mu) a_{x}(\zeta) u_{x}(\nu)\right)=\exp \left(-i m \mu-i m^{\prime} \nu\right) \alpha_{m m^{\prime}}^{l}(\zeta) \tag{3.18}
\end{equation*}
$$

It is clear that Eqs. (3.11) and (3.13) can also be written in terms of the matrices $A_{m m}^{l},(v)$ and $D_{m m}^{\epsilon l},(v)$.

## 4. DECOMPOSITION PROCESS

In this section we decompose the irreducible unitary representations $\mathfrak{D}^{M \lambda}$ of $S L(2 C)$ restricted to $S U(1,1)$ into a direct integral containing the irreducible unitary representations $D^{\Lambda}$ of $S U(1,1)$ described in Sec. 3. Our proceeding can be divided in two stages. In the first stage, following a general method developed by Mackey, ${ }^{17}$ we decompose the restrictions of the representations $\mathscr{D}^{M \lambda}$, which have been described in Sec .2 as induced representations, in pairs of reducible representations of $S U(1,1)$, which we indicate by
$O^{-M}$ and $O^{+M}$. In the second stage we decompose these representations by means of the Plancherel formula in a direct integral of irreducible unitary representations. At last we find an explicit expression for the matrix elements $\mathfrak{D}_{s m^{\prime} m^{\prime}}^{M \lambda^{\prime}}(v)$ in function of the matrix elements $D_{m m}^{\Lambda}(v)$.

In order to perform the first step, we must determine the double cosets of $S L(2 C)$ with respect to its subgroups $K$ and $S U(1,1)$. We recall that these double cosets are the sets composed by the elements of $S L(2 C)$ that may be written in the form

$$
k a v, \quad k \in K, \quad v \in S U(1,1) \text {, }
$$

where $a$ is a fixed element of $S L(2 C)$ which can be chosen as representative element of the double coset. Clearly, the double cosets are pairwise disjoint, and their union is $S L(2 C)$.

From the properties given in Sec. 2, we know that the following decomposition is unique:

$$
\begin{gather*}
a=k u_{y}(\theta) u_{z}(v), \quad a \in S L(2 C)  \tag{4.1}\\
k \in K, \quad 0 \leq \theta \leq \pi, \quad 0 \leq v<2 \pi
\end{gather*}
$$

It is easily obtained that

$$
\begin{array}{cc}
u_{\nu}(\theta)=k b^{+} a_{x}(\zeta), & \tanh \frac{1}{2} \zeta=\tan \frac{1}{2} \theta, \\
& \text { for } 0 \leq \theta<\frac{1}{2} \pi ; \\
u_{\nu}(\theta)=k b^{-} a_{x}(\zeta), & \tanh \frac{1}{2} \zeta=\cot \frac{1}{2} \theta, \tag{4.2}
\end{array}
$$

where

$$
b^{+}=e=\left(\begin{array}{ll}
1 & 0  \tag{4.3}\\
0 & 1
\end{array}\right), \quad b^{-}\left(\begin{array}{lr}
10 & - \\
1 & 0
\end{array}\right) .
$$

In both cases we have

$$
\begin{equation*}
p(k)=(\cosh \zeta)^{-\frac{1}{2}} . \tag{4.4}
\end{equation*}
$$

From Eqs. (4.1) and (4.2) it follows that each element $a \in S L(2 C)$ can be written in one of the following three forms:

$$
\begin{align*}
& a=k b^{+} a_{x}(\zeta) u_{z}(v), \\
& a=k b^{-} a_{x}(\zeta) u_{z}(v),  \tag{4.5}\\
& a=k u_{y}\left(\frac{1}{2} \pi\right) u_{z}(v) .
\end{align*}
$$

If we note that $a_{x}(\zeta) u_{z}(\nu) \in S U(1,1)$, we see that Eqs. (4.5) represent three double cosets. It can be shown that they are distinct. In the following we disregard the third coset which has vanishing invariant measure.

For every function $f(a)$, belonging to the space where the representations described in Sec. 2 operate, we introduce the following two functions defined over $S U(1,1)$ :

$$
\begin{equation*}
f^{ \pm}(v)=f\left(b^{ \pm} v\right) \tag{4.6}
\end{equation*}
$$

From Eqs. (4.6) and (2.17) it follows that these functions satisfy the covariance relation

$$
\begin{equation*}
f^{ \pm}(h v)=L^{M \lambda}\left(b^{ \pm} h\left(b^{ \pm}\right)^{-1}\right) f^{ \pm}(v), \quad h \in H^{ \pm}, \tag{4.7}
\end{equation*}
$$

where $H^{ \pm}$are subgroups of $S U(1,1)$, defined by

$$
H^{ \pm}=S U(1,1) \cap\left(b^{ \pm}\right)^{-1} K b^{ \pm}
$$

which coincide with the group $H$ of the elements $u_{z}(\mu)$.
More explicitly, the relation (4.7) can be written as

$$
\begin{equation*}
f^{ \pm}\left(u_{z}(\mu) v\right)=\exp (\mp i M \mu) f^{ \pm}(v) \tag{4.8}
\end{equation*}
$$

From a straightforward calculation using the change of variables (4.2), we have

$$
\begin{align*}
& \int_{S U 2}|f(u)|^{2} d \mu=\frac{1}{4 \pi} \int_{0}^{2 \pi} d v \int_{0}^{\pi}\left|f\left(u_{\nu}(\theta) u_{z}(v)\right)\right|^{2} \sin \theta d \theta \\
&=\frac{1}{4 \pi} \sum_{\rho} \int_{0}^{2 \pi} d v \int_{0}^{\infty}\left|f^{\rho}\left(a_{x}(\zeta) u_{z}(v)\right)\right|^{2} \frac{\sinh \zeta}{(\cosh \zeta)^{2}} d \zeta \\
&=\sum_{\rho} \int_{S U(1,1)}\left|F^{\rho}(v)\right|^{2} d v \tag{4.9}
\end{align*}
$$

where $\rho$ is an index which assumes the two values - and + , and $F^{ \pm}(v)$ is defined by

$$
\begin{equation*}
F^{ \pm}(v)=(\cosh \zeta)^{-1} f^{ \pm}(v) \tag{4.10}
\end{equation*}
$$

where $v$ and $\zeta$ are connected by Eq. (3.2). The functions $F^{ \pm}(\zeta)$ satisfy the covariance relation (4.8).

If we consider two Hilbert spaces $\mathscr{H}^{+}{ }^{+M}$ and $\mathscr{E}^{-M}$ composed by the functions $F^{ \pm}(v)$ with the norm

$$
\begin{equation*}
\left\|F^{ \pm}\right\|^{2}=\int_{S U(1,1)}\left|F^{ \pm}(v)\right|^{2} d v \tag{4.11}
\end{equation*}
$$

we have obtained, by means of Eqs. (4.7), (4.9), and (4.10), an isomorphism between the Hilbert space $\mathfrak{H}$, where $D^{M \lambda}$ acts, and the space

$$
\mathfrak{K}^{+M} \oplus \mathfrak{K}^{-M}
$$

In this way we have split the representation $\mathfrak{D}^{M \lambda}$ in the direct sum of two representations $O^{ \pm M}$ which act in $\mathscr{H}^{ \pm M}$. More explicitly, from Eq. (2.19) we have

$$
\begin{equation*}
\left[O^{ \pm M}(v) f^{ \pm}\right]\left(v^{\prime}\right)=\left|\frac{p\left[b^{ \pm} v^{\prime}\left(b^{ \pm} v^{\prime}\right)_{0}^{-1}\right]}{p\left[b^{ \pm} v^{\prime} v\left(b^{ \pm} v^{\prime} v\right)_{0}^{-1}\right]}\right|^{2} f^{ \pm}\left(v v^{\prime}\right) . \tag{4.12}
\end{equation*}
$$

Writing $v$ in the form (3.2), we have from Eq. (2.15)

$$
\begin{equation*}
\left|p\left(b^{ \pm} v\left(b^{ \pm} v\right)_{0}^{-1}\right)\right|^{2}=\cosh \zeta \tag{4.13}
\end{equation*}
$$

and, using Eq. (4.10), we can write Eq. (4.12) in the form

$$
\begin{equation*}
\left[O^{ \pm}(v) F^{ \pm}\right]\left(v^{\prime}\right)=F^{ \pm}\left(v^{\prime} v\right) \tag{4.14}
\end{equation*}
$$

From Eqs. (4.8), (4.11), and (4.14), we see that the representations $O^{ \pm M}$ are representations induced by the following representations of the subgroup $H$.

$$
\begin{equation*}
u_{z}(\mu) \rightarrow \exp (\mp i M \mu) . \tag{4.15}
\end{equation*}
$$

If we compare the representations $O^{ \pm M}$ with the regular representation of $S U(1,1)$, we see that the only difference consists in the condition (4.8) which defines a subspace of the space $L^{2}(S U(1,1))$ where the regular representation operates. This means that the representations $O^{ \pm M}$ are contained in the regular representation, which admits a decomposition in a direct integral of irreducible representations by means
of the Plancherel formula (3.5), (3.6). The representations we are considering can be decomposed in a similar way. We introduce the function $F_{m}^{\Lambda \pm}$ defined by

$$
\begin{equation*}
\int_{S U(1,1)} D_{m m^{\prime}}^{\Lambda}\left(v^{-1}\right) F^{ \pm}(v) d v=\delta_{ \pm M, m^{\prime}} \cdot F_{m}^{\Lambda \pm} \tag{4.16}
\end{equation*}
$$

We introduce the subsets $\Omega_{ \pm M}$ of the set of the equivalence classes of irreducible unitary representations of $\operatorname{SU}(1,1)$. An element $\Lambda$ of this set belongs to $\Omega_{ \pm M}$ if the representation $D_{m m}^{\Lambda}$, contains the representation (4.15) of the subgroup $H$-that is, if $\pm M$ is one of the values that can be assumed by the matrix indices $m$ and $m^{\prime}$ (see Sec. 3). Note that if $\Lambda \notin \Omega_{ \pm M}$ the integral (4.16) vanishes.

The Plancherel formula (3.5) takes the form

$$
\begin{equation*}
\int_{S U(1,1)}\left|F^{ \pm}(v)\right|^{2} d v=\int_{\Omega_{ \pm M}} \sum_{m}\left|F_{m}^{\Lambda \pm}\right|^{2} d \Lambda \tag{4.17}
\end{equation*}
$$

The integral can be extended to the subset $\Omega_{ \pm M}$ bebecause, outside, the integrand vanishes. If we introduce the Hilbert spaces $\mathscr{H}^{\Lambda \pm}$ formed by the functions $F_{m}^{\Lambda \pm}$ with the norm

$$
\begin{equation*}
\left\|F^{\Lambda \pm}\right\|^{2}=\sum_{m}\left|F_{m}^{\Lambda \pm}\right|^{2} \tag{4.18}
\end{equation*}
$$

from Eq. (4.17) we see that Eq. (4.16) defined the isomorphism between the spaces $\mathscr{H}^{ \pm M}$ and the spaces

$$
\begin{equation*}
\int_{\Omega_{ \pm M}}^{\oplus} \mathscr{X}^{\Lambda \pm} d \Lambda \tag{4.19}
\end{equation*}
$$

respectively.
We determine how the functions $F_{m}^{\Lambda \pm}$ are affected by the transformation (4.14) of the function which generates them.

$$
\begin{align*}
F_{m}^{\Lambda \pm} & \rightarrow \int_{S U(1,1)} D_{m, \pm M}^{\Lambda}\left(v^{\prime-1}\right) F^{ \pm}\left(v^{\prime} v\right) d v^{\prime} \\
& =\int_{S U(1,1)} D_{m, \pm M^{\prime}\left(v v^{\prime-1}\right) F^{ \pm}\left(v^{\prime}\right) d v^{\prime}=\sum_{m^{\prime}} D_{m m^{\prime}}^{\Lambda}(v) F_{m^{\prime}}^{\Lambda \pm}} . \tag{4.20}
\end{align*}
$$

This means that the representations which operate on the spaces $\mathfrak{X e}^{\Lambda \pm}$ are exactly the representations $D^{\Lambda}$. Therefore the result of the decomposition process is

$$
\begin{align*}
{\left[D^{M \lambda}\right]^{S U(1,1)} } & \approx O^{+M} \oplus O^{-M} \\
& \approx \int_{\Omega_{+\mu}}^{\oplus} D^{\Lambda} d \Lambda \oplus \int_{\Omega_{-M}}^{\oplus} D^{\Lambda} d \Lambda . \tag{4.21}
\end{align*}
$$

Equations (4.6), (4.10), and (4.16) give a linear relation between the function $f(a)$ and the functions $F_{m}^{\Lambda \pm}$. If, in particular, we take

$$
\begin{equation*}
f(u)=\Phi_{i m}^{M}(u) \tag{4.22}
\end{equation*}
$$

[see Eq. (2.22)], we have

$$
\begin{align*}
& F^{ \pm}\left(u_{z}(\mu) a_{x}(\zeta) u_{z}(\nu)\right) \\
& =(\cosh \zeta)^{\lambda-1} \Phi_{j m}^{M}\left(u_{z}( \pm \mu) u_{v}\left(\theta^{ \pm}\right) u_{z}(\nu)\right) \\
& =(2 j+1)^{\frac{1}{2}}(\cosh \zeta)^{\lambda-1} \exp (\mp i M \mu-i m \nu) r_{M m}^{j}\left(\theta^{ \pm}\right), \\
& \quad 0 \leq \theta^{+}<\frac{1}{2} \pi, \quad \frac{1}{2} \pi<\theta^{-} \leq \pi, \tag{4.23}
\end{align*}
$$

where the relation between $\theta^{ \pm}$and $\zeta$ is given by Eq. (4.2), and

$$
\begin{align*}
& \begin{aligned}
F_{m^{\prime}}^{\Lambda \pm}= & (2 j+1)^{\frac{1}{2}} \int_{0}^{4 \pi} d \mu \int_{0}^{2 \pi} d v \int_{0}^{\infty}(\cosh \zeta)^{\lambda-1} r_{M m}^{j}\left(\theta^{ \pm}\right) \\
& \times d_{m^{\prime}, \pm M}^{\Lambda}(\zeta)(-1)^{m^{\prime} \mp M} \exp \left[i\left(m^{\prime}-m\right) v\right](4 \pi)^{-2} \\
& \times \sinh \zeta d \zeta=\delta_{m m^{\prime}} K_{m}^{M \lambda}(\Lambda, \pm ; j),
\end{aligned} \quad \text { (4.24) }
\end{align*}
$$

$$
\begin{align*}
K_{m}^{M \lambda}(\Lambda, \pm ; j) & =(2 j+1)^{\frac{1}{2}}(-1)^{m \mp M} \int_{0}^{\infty}(\cosh \zeta)^{\lambda-1} \\
& \times r_{M m}^{j}\left(\theta^{ \pm}\right) d_{m, \pm M}^{\Lambda}(\zeta) \frac{1}{2} \sinh \zeta d \zeta \tag{4.25}
\end{align*}
$$

Note that this function is defined only for $\Lambda \in \Omega_{ \pm M} \cap \Omega_{m}$. In general, from Eqs. (4.9) and (4.17), we have

$$
\begin{equation*}
\int_{S U 2} \overline{f_{(1)}(u)} f_{(2)}(u) d u=\sum_{\rho} \int_{\Omega \rho M} \sum_{m} \overline{F_{(1) m}^{\Lambda \rho}} F_{(2) m}^{\Lambda \rho} d \Lambda \tag{4.26}
\end{equation*}
$$

and if we take

$$
\begin{gathered}
f_{(1)}(u)=\Phi_{j m}^{M}(u), \quad f_{2}(u)=\left[D^{M \lambda}(v) \Phi_{j^{\prime} m^{\prime}}^{M}\right](u) \\
v \in S U(1,1)
\end{gathered}
$$

we obtain from (4.24) and (4.26)
$\mathcal{D}_{j m j^{\prime} m^{\prime}}^{M \lambda}(v)$

$$
\begin{equation*}
\left.=\sum_{\rho} \int_{\Omega} \overline{K_{m}^{M \lambda}(\Lambda}, \rho ; j\right) D_{m m^{\prime}}^{\Lambda}(v) K_{m^{\prime}}^{M \lambda}\left(\Lambda, \rho ; j^{\prime}\right) d \Lambda \tag{4.27}
\end{equation*}
$$

where

$$
\Omega=\Omega_{\rho M} \cap \Omega_{m} \cap \Omega_{m^{\prime}}
$$

This is the basic formula which connects the representations of $S L(2 C)$ and $S U(1,1)$.

If we consider the special case $v=e$, we obtain the othonormality condition

$$
\begin{equation*}
\sum_{\rho} \int_{\Omega \rho M \cap \Omega} \overline{K_{m}^{M \lambda}(\Lambda, \rho ; j)} K_{m}^{M \lambda}\left(\Lambda, \rho ; j^{\prime}\right) d \Lambda=\delta_{j j^{\prime}} \tag{4.28}
\end{equation*}
$$

As the functions $\Phi_{i m}^{M}(u)$ form a complete set in the space of the functions $f(u)$ which satisfy Eq. (2.21) so also the functions $K_{m}^{M \lambda}(\Lambda, \rho ; j)$ form a complete set in the space of the functions $F_{m}^{\Lambda \rho}$ defined for $\Lambda \in$ $\Omega_{\rho M} \cap \Omega_{m}$. Therefore we can derive in the standard way the completeness condition which can be written formally as

$$
\begin{equation*}
\sum_{j} K_{m}^{M \lambda}(\Lambda, \rho ; j) \overline{K_{m}^{M \lambda}\left(\Lambda^{\prime}, \rho^{\prime} ; j\right)}=\delta_{\rho \rho^{\prime}} \delta\left(\Lambda, \Lambda^{\prime}\right) \tag{4.29}
\end{equation*}
$$

where the improper function $\delta\left(\Lambda, \Lambda^{\prime}\right)$ is defined by

$$
\begin{equation*}
\int \psi(\Lambda) \delta\left(\Lambda, \Lambda^{\prime}\right) d \Lambda=\psi\left(\Lambda^{\prime}\right) \tag{4.30}
\end{equation*}
$$

Equations (4.28) and (4.29) can be considered as unitarity conditions if we consider the functions $K_{m}^{M \lambda}(\Lambda, \rho ; j)$ as matrix elements of a unitary operator.

By means of Eq. (4.29) we can invert Eq. (4.27) and we obtain

$$
\begin{align*}
\sum_{j j^{\prime}} K_{m}^{M \lambda} & (\Lambda, \rho ; j) D_{j m j^{\prime} m^{\prime}}^{M \lambda \lambda}(v) \overline{K_{m^{\prime}}^{M \lambda}\left(\Lambda^{\prime}, \rho^{\prime} ; j^{\prime}\right)} \\
& =\sum_{\rho^{\prime \prime}} \int \delta_{\rho \rho^{\prime \prime}} \delta\left(\Lambda, \Lambda^{\prime \prime}\right) D_{m m^{\prime}}^{\Lambda^{\prime \prime}}(v) \delta_{\rho^{\prime \prime} \rho^{\prime}} \delta\left(\Lambda^{\prime \prime}, \Lambda^{\prime}\right) d \Lambda^{\prime \prime} \\
& =\delta_{\rho \rho^{\prime}} \delta\left(\Lambda, \Lambda^{\prime}\right) D_{m m^{\prime}}^{\Lambda}(v) \tag{4.31}
\end{align*}
$$

## 5. PROPERTIES OF THE FUNCTIONS <br> $$
K_{m}^{M^{\lambda}}(\Lambda, \rho ; j)
$$

In this section we find some properties of the functions defined by Eq. (4.25).

If we take into account the identity ${ }^{19}$

$$
\begin{equation*}
r_{m m^{\prime}}^{j}(\theta)=(-1)^{m-m^{\prime}} r_{-m,-m^{\prime}}^{j}(\theta) \tag{5.1}
\end{equation*}
$$

and Eqs. (3.10) and (3.17), we obtain easily the following symmetry properties:

$$
\begin{align*}
K_{-m}^{-M, \lambda}(\epsilon, l, \rho ; j) & =(-1)^{M-m} K_{m}^{M \lambda}(\epsilon, l, \rho ; j)  \tag{5.2}\\
K_{-m}^{-M, \lambda}(k \pm, \rho ; j) & =\rho^{2 M} K_{m}^{M \lambda}(k \mp, \rho ; j) \tag{5.3}
\end{align*}
$$

From the reality of the functions $r_{m m^{\prime}}^{j}(\theta)$ and from the last of Eqs. (3.10) we obtain

$$
\begin{align*}
\overline{K_{m}^{M \lambda}(\epsilon, l, \rho ; j)} & =K_{m}^{M \lambda}(\epsilon, \bar{l}, \rho ; j)  \tag{5.4}\\
\overline{K_{m}^{M \lambda}(k \pm, \rho ; j)} & =K_{m}^{M \lambda}(k \pm, \rho ; j)
\end{align*}
$$

and from Eq. (3.11) we have

$$
\begin{equation*}
K_{m}^{M \lambda}(\epsilon,-l-1, \rho ; j)=U_{m}^{-l-1} U_{\rho M}^{l} K_{m}^{M \lambda}(\epsilon, l, \rho ; j) \tag{5.5}
\end{equation*}
$$

From Eqs. (4.2) we know that the variables $\theta^{ \pm}$which appear in Eq. (4.25) are connected by the relation

$$
\begin{equation*}
\theta^{-}=\pi-\theta^{+} \tag{5.6}
\end{equation*}
$$

If we take into account the identity ${ }^{19}$

$$
\begin{equation*}
r_{m m^{\prime}}^{j}(\pi-\theta)=(-1)^{j-m^{\prime}} r_{-m, m^{\prime}}^{j}(\theta) \tag{5.7}
\end{equation*}
$$

we obtain at once the relation

$$
\begin{equation*}
K_{m}^{M \lambda}(\Lambda,-; j)=(-1)^{j-m} K_{m}^{-M, \lambda}(\Lambda,+; j) \tag{5.8}
\end{equation*}
$$

On account of this equation, in the following we may consider only the functions $K_{m}^{M \lambda}(\Lambda,+; j)$.

It is useful to introduce the following functions:
$E_{m}^{M \lambda}(l, j)=(2 j+1)^{\frac{1}{2}}(-1)^{m-M} \int_{0}^{\infty}(\cosh \zeta)^{\lambda-1}$
$\times r_{M m}^{j}\left(\theta^{+}\right) a_{m M}^{l}(\zeta) \frac{1}{2} \sinh \zeta d \zeta$.
This integral converges for $\operatorname{Re} l>\operatorname{Re} \lambda-1$, whereas the integral which defines $K_{m}^{M \lambda}(\epsilon, l,+; j)$ converges only for $\operatorname{Re} \lambda-1<\operatorname{Re} l<-\operatorname{Re} \lambda$. If we substitute in Eq. (4.25) the Eqs. (3.13) and (3.16) we obtain

$$
\begin{align*}
& K_{m}^{M \lambda}(\epsilon, l,+; j) \\
& \quad=E_{m}^{M \lambda}(l, j)+U_{m}^{l} U_{M}^{-l-1} E_{m}^{M \lambda}(-l-1, j) \tag{5.10}
\end{align*}
$$

$$
\begin{align*}
& K_{m}^{M \lambda}(k+,+; j) \\
& 2\left[\frac{(m-k)!(M+k-1)!}{(M-k)!(m+k-1)!}\right]^{\frac{1}{2}} E_{m}^{M \lambda}(k-1, j) \tag{5.11}
\end{align*}
$$

Therefore all the functions we are considering can be expressed in terms of the functions (5.9) by means of Eqs. (5.10), (5.11), (5.8), and (5.3).

In Appendix B we show that the integral (4.25) can be evaluated in terms of a finite sum of Meijer $G$ functions ${ }^{20}$ and the result is the following, for $m \geq M^{21}$ :
$K_{m}^{M \lambda}(\epsilon, l,+; j)$
$=\Delta_{M m}^{j}[\Gamma(l+M+1) \Gamma(m-l) \Gamma(j-\lambda+1)]^{-1}$
$\times \sum_{\alpha \beta}^{\prime} 2^{\beta-j-1}(-1)^{\alpha}[(j-M-\alpha)!(\alpha+M-m)!$
$\times(m+j-\alpha-\beta)!\alpha!\beta!]^{-1} G_{33}^{23}\left(\frac{1}{2} \left\lvert\, \begin{array}{c}\beta-i,-l, l+1 \\ \beta-\lambda, m, M\end{array}\right.\right)$,
where

$$
\begin{align*}
& \Delta_{M m}^{j}=[(2 j+1)(j+M)!(j-M)!  \tag{5.12}\\
&\times(j+m)!(j-m)!]^{\frac{1}{2}} \tag{5.13}
\end{align*}
$$

For $M>m$ we have to use Eq. (5.2).
Equation (5.12) permits the analytic continuation of the function $K_{m}^{M \lambda}(\epsilon, l,+; j)$ to complex values of $l$ and $\lambda$ for which the integral which defines this function does not converge.

We show in Appendix B that this function is meromorphic in the whole complex planes of $\lambda$ and $l$; it has poles only for

$$
\begin{align*}
& l=\lambda-n-1, \\
& l=-\lambda+n, \tag{5.14}
\end{align*}
$$

where $n$ is a nonnegative integer.
Also the functions $E_{m}^{M \lambda}(l, j)$ defined by Eq. (5.9) can be written explicitly by. means of a finite sum of Meijer $G$ functions and continued analytically in $\lambda$ and $l$. The result is ${ }^{21}$

$$
\begin{align*}
E_{m}^{M \lambda}(l, j)= & \Delta_{M m}^{j}[-2 \cos \pi(l-M)]^{-1} \\
& \times[\Gamma(l+M+1) \Gamma(m-l) \Gamma(j-\lambda+1)]^{-1} \\
& \times \sum_{\alpha \beta}^{\prime} 2^{\beta-j-1}(-1)^{\alpha} \\
& \times[(j-M-\alpha)!(\alpha+M-m)! \\
& \times(m+j-\alpha-\beta)!\alpha!\beta!]^{-1} \\
& \times G_{33}^{32}\left(\frac{1}{2} \left\lvert\, \begin{array}{cc}
\beta-j, & -l, \\
\beta-\lambda, \quad m, & M
\end{array}\right.\right) \tag{5.15}
\end{align*}
$$

These functions are meromorphic for all the values of $\lambda$ and $l$ and may have poles for

$$
\begin{equation*}
l=\lambda-n-1 \tag{5.16}
\end{equation*}
$$

[^52]and for half-integral values of $l-M$. The poles of this last kind, which arise from the factor $[\cos \pi(l-M)]^{-1}$, cancel each other in the right-hand side of Eq. (5.10).

If we use the identity

$$
\begin{align*}
& G_{33}^{32}\left(X \left\lvert\, \begin{array}{ccc}
a_{1}, & a+n, & a \\
b_{1}, & b_{2}, & b_{3}
\end{array}\right.\right) \\
&=(-1)^{n} G_{33}^{32}\left(X \left\lvert\, \begin{array}{ccc}
a_{1}, & a, & a+n \\
b_{1}, & b_{2}, & b_{3}
\end{array}\right.\right) \tag{5.17}
\end{align*}
$$

which holds for integral $n$ and follows immediately from the definition of $G$ function [see Ref. 20, Eq. (5.3.1)], we obtain from Eq. (5.15) for integral values of $2 k$

$$
\begin{equation*}
E_{m}^{M^{\lambda}}(k-1, j)=U_{m}^{k-1} U_{M}^{-k} E_{m}^{M \lambda}(-k, j), \tag{5.18}
\end{equation*}
$$

and from Eqs. (5.10), (5.11), (5.8), (5.2), and (5.3) we have

$$
\begin{align*}
& K_{m}^{M \lambda}(k+, \rho ; j) \\
& =\left[\frac{(m-k)!(\rho M+k-1)!}{(\rho M-k)!(m+k-1)!}\right]^{\frac{1}{2}} K_{m}^{M \lambda}(\epsilon, k-1, \rho ; j), \tag{5.19}
\end{align*}
$$

$K_{m}^{M \lambda}(k-, \rho ; j)$
$=(-1)^{m-\rho M}\left[\frac{(-m-k)!(-\rho M+k-1)!}{(-\rho M-k)!(-m+k-1)!}\right]^{\frac{1}{2}}$

$$
\times K_{m}^{M \lambda}(\epsilon, k-1, \rho ; j) .
$$

Note that the right-hand sides of these equations have not been obtained directly from the integral (4.25), but are the analytic continuation of the function $K_{m}^{M \lambda}(\epsilon, l, \rho ; j)$ defined by the integral (4.25) for $\operatorname{Re} l=-\frac{1}{2}$.

We use the following notation for the residues of the poles of the function $K_{m}^{M \lambda}(\epsilon, l,+; j)$ :

$$
\lim _{l \rightarrow \lambda-n-1}(l-\lambda+n+1) K_{m}^{M \lambda}(\epsilon, l,+; j)=W_{j m}^{M \lambda n} .
$$

From Eq. (5.5) we also have

$$
\begin{align*}
& \lim _{l \rightarrow-\lambda+n}(l+\lambda-n) K_{m}^{M 2}(\epsilon, l,+; j) \\
&=-U_{m}^{-\lambda+n} U_{M}^{\lambda-n-1} W_{j m}^{M \lambda n} \tag{5.21}
\end{align*}
$$

The explicit form of the residues $W_{i m}^{M \lambda n}$ has been calculated in Appendix B and for $m \geq M$ is

$$
\begin{align*}
& W_{j m}^{M \lambda n}=\Delta_{M m}^{j} \frac{2^{\lambda-j-1} \Gamma(n-2 \lambda+1)(-1)^{M-m}}{\Gamma(n-m-\lambda+1) \Gamma(n+m-\lambda+1)} \\
& \quad \times \sum_{\alpha \beta \gamma}^{\prime}(-1)^{\alpha+\gamma} 2^{-\gamma}[(j-M-\alpha)! \\
& \quad \times(\alpha+M-m)!(m+j-\alpha-\beta)! \\
& \quad \times(n-\beta-\gamma)!\alpha!\beta!\gamma!]^{-1}[m+\lambda-n]_{n-\beta-\gamma} \\
& \quad \times[M+\lambda-n]_{n-\beta-\gamma}[j-\lambda+1]_{\gamma}[n-2 \lambda+1]_{\beta+\gamma}, \tag{5.22}
\end{align*}
$$

where

$$
[a]_{n}=a(a+1) \cdots(a+n-1)
$$

From Eq. (5.2) we obtain the symmetry property

$$
\begin{equation*}
W_{j,-m}^{-M, \lambda, n}=(-1)^{M-m} W_{j m}^{M \lambda n}, \tag{5.23}
\end{equation*}
$$

which can be used to calculate these functions for $M>m$.

A remarkable and perhaps unexpected property of the residues is the following:

$$
\begin{equation*}
(-1)^{j-m} W_{j m}^{-M, \lambda, n}=(-1)^{n} W_{i m}^{M \lambda n} . \tag{5.24}
\end{equation*}
$$

This formula has been proved by direct algebraic calculation for $n=0,1$ and has been tested numerically by means of an electronic computer for a very large number of choices of the parameters. We have not found a general proof for it.

In order to prove the convergence of certain integrals it is necessary to know the behavior of the function $K_{m}^{M \lambda}\left(\epsilon, l_{0}+i l^{\prime}, \rho ; j\right)$ when $l^{\prime} \rightarrow \pm \infty$ for fixed values of the other parameters. In Appendix B we show that this function decreases faster than any negative power of $\left|l^{\prime}\right|$.

## 6. RELATIONS BETWEEN THE MATRIX ELEMENTS OF NONUNITARY REPRESENTATIONS

If we use Eqs. (5.4) and (3.7) and note that for unitary representations it is $\bar{\lambda}=-\lambda$ and $l=-l-1$, we can write the basic formula (4.27) in the form

$$
\begin{align*}
& \mathcal{D}_{j m j^{\prime} m^{\prime}}^{M \lambda}(v)=-i \sum_{\rho} \int_{-\frac{1}{2}}^{-\frac{1}{2}+i \infty} K_{m}^{M,-\lambda}(\epsilon,-l-1, \rho ; j) \\
& \quad \times D_{m m^{\prime}}^{\epsilon l}(v) K_{m^{\prime}}^{M \lambda}\left(\epsilon, l, \rho ; j^{\prime}\right) \eta(\epsilon, l) d l+\mathcal{G}(v), \tag{6.1}
\end{align*}
$$

where $\epsilon-M$ is an integer (this convention holds also for the following formulas) and $\mathcal{G}(v)$ is the contribution of the representations of the discrete classes, given by

$$
\begin{align*}
\mathcal{G}(v)=\sum_{\rho} \sum_{k \pm}(2 k-1) & K_{m}^{M,-\lambda}(k \pm, \rho ; j) \\
& \times D_{m m^{\prime}}^{k \pm}(v) K_{m^{\prime}}^{M,}\left(k \pm, \rho ; j^{\prime}\right), \tag{6.2}
\end{align*}
$$

where the sum over $k \pm$ has to be extended to all the values of this index for which the quantities which appear in the equation have a sense (see Secs. 2 and 4).

From Eqs. (3.8), (3.11), and (5.5) we see that the integrand in Eq. (6.1) is a function symmetric for $l \rightarrow-l-1$. It follows that Eq. (6.1) can also be written in the form

$$
\begin{align*}
& \mathfrak{D}_{j m j^{\prime} m^{\prime}}^{M \lambda}(v)=\frac{1}{2 i} \sum_{\rho} \int_{C-\frac{1}{2}} K_{m}^{M,-\lambda}(\epsilon,-l-1, \rho ; j) \\
& \quad \times D_{m m^{\prime}}^{\epsilon l}(v) K_{m^{\prime}}^{M,}\left(\epsilon, l, \rho ; j^{\prime}\right) \eta(\epsilon, l) d l+\mathcal{G}(v) \tag{6.3}
\end{align*}
$$

Here and in the following we indicate by $C_{L}$ a straight path from $L-i \infty$ to $L+i \infty$.

Equation (6.3) can be continued analytically in the complex plane of the parameter $\lambda$. The singularities of the integrand are poles which may appear only at the points

$$
\begin{array}{ll}
l=-\lambda+n, & l=\lambda-n-1 \\
l=\lambda+n, & l=-\lambda-n-1  \tag{6.4}\\
l=\epsilon+n, & l=-\epsilon-n-1
\end{array}
$$

where $n$ indicates an arbitrary nonnegative integer. Note that some of the poles move when $\lambda$ varies, and it is possible that some of them cross the integration path. In order to avoid this, the integration path has to be deformed as shown in Fig. 1, where the new path has been indicated by $C$.

In the following we do not consider integral values of $2 \lambda$. Then the poles of the integrand given by Eq. (6.4) can never coincide and the deformation of the integration path is feasible. Moreover, with this restriction the functions appearing in Eq. (6.2) can be continued analytically in the complex $\lambda$ plane by means of Eq. (5.19).
If $\operatorname{Re} \lambda$ becomes larger than $\frac{1}{2}$, the poles at $l=$ $\lambda-1-n$ and $l=-\lambda+n$ with $0 \leq n \leq N\left(\lambda-\frac{1}{2}\right)$ cross the path $C_{-\frac{1}{2}}$. Here and in the following we indicate by $N(a)$ the largest integer smaller than $\operatorname{Re} a$. If we want to obtain the analytic continuation of the integral in Eq. (6.3), we have to use the deformed integration path $C$ shown in Fig. 1. Alternatively we can use the integration path $C_{-\frac{1}{2}}$ and take into account the contributions of the poles.

Owing to the symmetry property of the integrand, the contributions of the poles at $l=\lambda-1-n$ and at $l=-\lambda+n$ are the same. The residues can be obtained from Eq. (5.20) and we have, taking Eq. (5.8) into account

$$
\begin{array}{r}
\lim _{l \rightarrow \lambda-n-1}(l-\lambda+n+1) \sum_{\rho} K_{m}^{M,-\lambda}(\epsilon,-l-1, \rho ; j) \\
\times K_{m^{\prime}}^{M \lambda}\left(\epsilon, l, \rho ; j^{\prime}\right) \\
=K_{m}^{M,-\lambda}(\epsilon,-\lambda+n,+; j) W_{j^{\prime} m^{\prime}}^{M \lambda n}+(-1)^{j-m+j^{\prime}-m^{\prime}} \\
\times K_{m}^{-M,-\lambda}(\epsilon,-\lambda+n,+; j) W_{j^{\prime} m^{\prime}}^{-M, \lambda, n} \\
=V_{j m}^{M \lambda \lambda} W_{j^{\prime} m^{\prime},}^{M \lambda,} \tag{6.5}
\end{array}
$$

where

$$
\begin{align*}
& V_{j m}^{M \lambda n}=K_{m}^{M,-\lambda}(\epsilon,-\lambda+n,+; j)+(-1)^{j-m+n} \\
& \times K_{m}^{-M,-\lambda}(\epsilon,-\lambda+n,+; j) . \tag{6.6}
\end{align*}
$$

The factorization (6.5) of the residues has been obtained by means of the identity (5.24).


By means of this procedure, the analytic continuation of Eq. (6.3) can be written as

$$
\begin{align*}
\mathcal{D}_{j m j^{\prime} m^{\prime}}^{M \lambda \lambda}(v)= & \frac{1}{2 i} \\
& \sum_{\rho} \int_{C-\frac{1}{2}} K_{m}^{M,-\lambda}(\epsilon,-l-1, \rho ; j) \\
& \times D_{m m^{\prime}}^{\in l}(v) K_{m^{\prime}}^{M \lambda}\left(\epsilon, l, \rho ; j^{\prime}\right) \eta(\epsilon, l) d l \\
& +2 \pi \sum_{n=0}^{N\left(\lambda-\frac{1}{2}\right)} \eta(\epsilon, \lambda-n-1) V_{j m}^{M \lambda \lambda} W_{j m}^{M \lambda n}  \tag{6.7}\\
& \times D_{m m^{\prime}}^{\epsilon, \lambda-n-1}(v)+\mathscr{G}(v) .
\end{align*}
$$

If $\operatorname{Re} \lambda<-\frac{1}{2}$, the poles at $l=\lambda+n$ and $l=-\lambda-$ $n-1$ with $n=0,1, \cdots, N\left(-\lambda-\frac{1}{2}\right)$ cross the path $C_{-\frac{1}{2}}$. From Eqs. (5.5) and (6.5) we have, after some calculations,

$$
\begin{align*}
& \lim _{l \rightarrow-\lambda-n-1}(l+\lambda+n+1) \sum_{\rho} K_{m}^{M,-\lambda}(\epsilon,-l-1, \rho ; j) \\
& \quad \times K_{m^{\prime}}^{M \lambda}\left(\epsilon, l, \rho ; j^{\prime}\right)=U_{m}^{\lambda+n} U_{m^{\prime}}^{-\lambda-n-1} W_{j m}^{M,-\lambda, n} V_{j^{\prime} m^{\prime}}^{M,-\lambda, n} \tag{6.8}
\end{align*}
$$

and the contribution of the poles takes the form

$$
\begin{equation*}
2 \pi \sum_{n=0}^{N\left(-\lambda-\frac{1}{2}\right)} \eta(\epsilon, \lambda+n) W_{j m}^{M,-\lambda, n} V_{j^{\prime} m^{\prime}}^{M,-\lambda, n} D_{m m^{\prime}}^{\epsilon, \lambda+n}(v), \tag{6.9}
\end{equation*}
$$

where we have used Eq. (3.11).
From Eqs. (5.2) and (6.6) we have

$$
\begin{equation*}
V_{j,-m}^{-M, \lambda, n}=(-1)^{M-m} V_{j m}^{M \lambda n}, \tag{6.10}
\end{equation*}
$$

and from Eq. (6.6) we obtain directly

$$
\begin{equation*}
V_{j m}^{-M, \lambda, n}=(-1)^{j-m+n} V_{j m}^{M \lambda n} . \tag{6.11}
\end{equation*}
$$

Note the analogy between Eqs. (6.10), (6.11), and Eqs. (5.23), (5.24).

The sum of the pole contributions in Eqs. (6.7) and (6.9) can be considered as an asymptotic approximation of the function $D_{j_{m j^{\prime}} m^{\prime}}^{M \lambda}(v)$ when $\zeta \rightarrow \infty$ [here and in the following we assume that the elements $v$ of $S U(1,1)$ are parametrized by means of Eq. (3.2)]. In fact, both the integral along $C_{-\frac{1}{2}}$ and the contribution $\mathcal{G}(v)$ of the representations of the discrete classes decrease for $\zeta \rightarrow \infty$ as $\exp \left(-\frac{1}{2} \zeta\right)$ or faster.

In order to obtain a complete asymptotic expansion, we have to modify Eq. (6.3) taking into account the identity

$$
\begin{align*}
& K_{m}^{M,-\lambda}(\epsilon,-l-1, \rho ; j) D_{m m^{\prime}}^{\epsilon l}(v) K_{m^{\prime}}^{M, \lambda}\left(\epsilon, l, \rho ; j^{\prime}\right) \\
& \quad=K_{m}^{M,-\lambda}(\epsilon,-l-1, \rho ; j) A_{m m^{\prime}}^{l}(v) K_{m^{\prime}}^{M, \lambda}\left(\epsilon, l, \rho ; j^{\prime}\right) \\
& \quad+K_{m}^{M,-\lambda}(\epsilon, l, \rho ; j) A_{m m^{\prime}}^{-l-1}(v) K_{m^{\prime}}^{M \lambda}\left(\epsilon,-l-1, \rho ; j^{\prime}\right), \tag{6.12}
\end{align*}
$$

which easily can be obtained from Eqs. (3.13), (3.18), and (5.5). The two terms in the right-hand side of Eq. (6.12) give the same contribution to the integral
of Eq. (6.3), and therefore we have

$$
\begin{align*}
\mathscr{D}_{j m j^{\prime} m^{\prime}}^{M \lambda}(v)= & -i \sum_{\rho} \int_{C} K_{m}^{M,-\lambda}(\epsilon, l, \rho ; j) A_{m m^{\prime}}^{-l-1}(v) \\
& \times K_{m}^{M \lambda}\left(\epsilon,-l-1, \rho ; j^{\prime}\right) \eta(\epsilon, l) d l+\mathfrak{G}(v) \\
= & -i \sum_{\rho} \int_{C} K_{m}^{M,-\lambda}(\epsilon,-l-1, \rho ; j) \\
& \times U_{m}^{l} A_{m m}^{-l-1}(v) U_{m^{\prime}}^{-l-1} K_{m^{\lambda}}^{M \lambda}\left(\epsilon, l, \rho ; j^{\prime}\right) \\
& \times \eta(\epsilon, l) d l+\mathcal{G}(v) . \tag{6.13}
\end{align*}
$$

Now we shift the integration path $C$ on the left and take into account the contribution of the poles crossed by the path. As it is (see Appendix C)

$$
\begin{array}{r}
\int_{C_{L}} K_{m}^{M,-\lambda}(\epsilon, l, \rho ; j) A_{m m^{\prime}}^{-l-1}(v) K_{m^{\prime}}^{M \lambda}\left(\epsilon,-l-1, \rho ; j^{\prime}\right) \\
\times \eta(\epsilon, l) d l=O(\exp L \zeta) . \tag{6.14}
\end{array}
$$

If we let $L \rightarrow-\infty$, the contribution of the poles gives an asymptotic series for the left-hand side of Eq. (6.13). We have to consider the poles at $l=\lambda-n-1$, at $l=-\lambda-n-1$, and at $l=-\epsilon-n-1$. We call $\mathfrak{G}^{\prime}(v)$ the contribution of the poles of the last kind. The residues of the poles of the first two kinds are given by Eqs. (6.5) and (6.8), and we have

$$
\begin{align*}
\mathcal{D}_{j m^{\prime} m^{\prime}}^{M \lambda \lambda}(v) \sim & 2 \pi \sum_{n=0}^{\infty} \eta(\epsilon, \lambda-n-1) V_{j m}^{M \lambda n} \\
& \times W_{j^{\prime} m^{\prime}}^{M \lambda} U_{m}^{\lambda-n-1} A_{m m^{\prime}}^{-\lambda+n}(v) U_{m^{\prime}}^{-\lambda+n} \\
& +2 \pi \sum_{n=0}^{\infty} \eta(\epsilon, \lambda+n) W_{j m}^{M,-\lambda, n} V_{j^{\prime} m^{\prime}}^{M,-\lambda, n} \\
& \times A_{m m^{\prime}}^{\lambda+n}(v)+\mathcal{G}(v)+\mathcal{G}^{\prime}(v) \tag{6.15}
\end{align*}
$$

The left-hand side of this equation can be decomposed by means of Eq. (2.30). From Eqs. (3.14) and (A12), we can see, after some calculations, that the functions $\mathcal{A}_{j m j^{\prime} m^{\prime}}^{M \lambda}(v), A_{m m^{\prime}}^{\lambda+n}(v), \mathcal{A}_{j m j^{\prime} m^{\prime}}^{-M, \lambda}(v), A_{m m}^{-\lambda+n}(v)$ can be expanded for $v=a_{x}(\zeta)$ in asymptotic series of the type

$$
\begin{equation*}
\sum_{i=1}^{\infty} \beta_{i} \exp \left(\alpha_{i} \zeta\right), \tag{6.16}
\end{equation*}
$$

where for the first two functions the coefficients $\alpha_{i}$ are of the type $-\lambda+\nu$ ( $\nu$ is an integer), and for the last two functions the coefficients $\alpha_{i}$ are of the type $\lambda+\nu$. In a similar way, using Eq. (3.16), we can expand the functions $\mathfrak{G}(v)$ and $\mathscr{G}^{\prime}(v)$ in an asymptotic series of the type (6.16) where the coefficients $\alpha_{i}$ are of the type $M+\nu$.

As we have assumed that $2 \lambda$ is not integral, the coefficients $\alpha_{i}$ of the three forms described above can never coincide. In an expansion of the type (6.16), the coefficients are unequivocally determined, and therefore we can split Eq. (6.15) into three different equations, collecting the terms which have asymptotic
expansions with coefficients $\alpha_{i}$ of the same type. In such a way we obtain

$$
\begin{gather*}
\mathfrak{G}(v)+\mathcal{G}^{\prime}(v)=0,  \tag{6.17}\\
\mathcal{A}_{j^{\prime} j^{\prime} m^{\prime}}^{M \lambda \lambda}(v) \sim 2 \pi \sum_{n=0}^{\infty} \eta(\epsilon, \lambda+n) \\
\times W_{j m}^{M,-\lambda, n} V_{j^{\prime} m^{\prime}}^{M,-\lambda, n} A_{m m^{\prime}}^{\lambda+n}(v),  \tag{6.18}\\
\mathcal{U}_{j}^{M \lambda} \mathcal{A}_{j m j^{\prime} m^{\prime}}^{-M,-\lambda}(v) U_{j^{\prime}}^{-M,-\lambda} \\
\sim 2 \pi \sum_{n=0}^{\infty} \eta(\epsilon, \lambda-n-1) V_{j m}^{M \lambda n} W_{j^{\prime} m^{\prime}}^{M \lambda n} \\
\quad \times U_{m}^{\lambda-n-1} A_{m m^{\prime}}^{-\lambda+n}(v) U_{m^{\prime}}^{-\lambda+n} \tag{6.19}
\end{gather*}
$$

Of course, Eq. (6.17) could be proved directly by means of Eqs. (3.16) and (5.19). We have not tried to prove the convergence of the series appearing in Eqs. (6.18) and (6.19). For the physical applications we have in mind it is only necessary to know that these equations represent asymptotic expansions, as we have proved above.

## 7. DECOMPOSITION OF A 'LORENTZ POLE CONTRIBUTION"

It has been shown in Ref. 5 that the scattering amplitude at fixed momentum transfer can be considered as a function defined over a subgroup of $S L(2 C)$. This subgroup is homomorphic to the group of the Lorentz transformations which do not change the four-momentum transfer. If the momentum transfer is a spacelike four-vector, this group is $S U(1,1)$; and if the four-momentum transfer vanishes, this group is $S L(2 C)$ itself.

It has also been shown ${ }^{5}$ that the contribution of a Regge pole with factorizable residue can be written in the form

$$
\begin{equation*}
f(v) \sim \sum_{m m^{\prime}} \rho_{m} \rho_{m^{\prime}}^{\prime} A_{m m^{\prime}}^{-l-1}(v), \quad v \in S U(1,1) \tag{7.1}
\end{equation*}
$$

Following the ideas suggested in the Introduction, when the four-momentum transfer vanishes, we define a "Lorentz pole contribution" to the scattering amplitude [defined over $S L(2 C)$ ] in the following way ${ }^{6.7}$ :

$$
\begin{equation*}
f(a) \sim \sum_{j m j^{\prime} m^{\prime}} \rho_{j m} \rho_{j^{\prime} m^{\prime}}^{\prime} \mathcal{A}_{j m j^{\prime} m^{\prime}}^{-M,-\lambda}(a), \quad a \in S L(2 C) . \tag{7.2}
\end{equation*}
$$

A contribution of this kind can be expanded into Regge pole contributions of the form (7.1) by means of Eq. (6.18) in the following way:
where

$$
\begin{equation*}
f(v) \sim \sum_{n=0}^{\infty} \sum_{m m^{\prime}} \rho_{m}^{(n)} \rho_{m^{\prime}}^{\prime(n)} A_{m m^{\prime}}^{-\lambda+n}(v), \tag{7.3}
\end{equation*}
$$

$$
\begin{align*}
\rho_{m}^{(n)} & =2 \pi \eta(\epsilon,-\lambda+n) \sum_{j} \rho_{j m} W_{j m}^{-M, \lambda, n},  \tag{7.4}\\
\rho_{m^{\prime}}^{\prime(n)} & =\sum_{j^{\prime}} \rho_{j^{\prime} m^{\prime}}^{\prime} V_{j^{\prime} m^{\prime}}^{-M, \lambda, n} .
\end{align*}
$$

In conclusion, we see that a Lorentz pole contribution with factorizable residue can be decomposed into a series of Regge pole contributions, each with factorizable residue and with $l_{n}=\lambda-1-n, n=0$, $1,2 \cdots$.

The factorizability of the residues of the generated Regge poles is not a trivial result and is a consequence of the identity (5.24).

Of course, one of the sums in Eq. (7.4) could give a vanishing result and the corresponding pole contribution could disappear.

Note added in proof: Results similar to those obtained in the present paper have been obtained independently by S. Ström [Arkiv Fysik 34, 215 (1967)] by means of the infinitesimal method.

## APPENDIX A. PROPERTIES OF THE FUNCTIONS $d_{m j j^{\prime}}^{M \lambda(\zeta)}$

The matrix elements of the irreducible representations of $S L(2 C)$ have been calculated by Ström. ${ }^{22,23}$ Here we give a short treatment consistent with the notations and the phase conventions used in the text.

In order to calculate the matrix element (2.27), we have to find the matrix $\left[u a_{z}(\zeta)\right]_{0}$. It is easy to verify directly that, if $u$ is given by Eq. (2.3), we can write

$$
\begin{equation*}
\left[u a_{z}(\zeta)\right]_{0}=u_{z}(\mu) u_{y}\left(\theta^{\prime}\right) u_{z}(\nu) \tag{A1}
\end{equation*}
$$

where

$$
\begin{equation*}
\tan \frac{1}{2} \theta^{\prime}=\exp \zeta \tan \frac{1}{2} \theta \tag{A2}
\end{equation*}
$$

Moreover it is the case that

$$
\begin{equation*}
p\left[u a_{z}(\zeta)\left(u a_{z}(\zeta)\right)_{0}^{-1}\right]=\exp \left(-\frac{1}{2} \zeta\right) \cos \frac{1}{2} \theta\left(\cos \frac{1}{2} \theta^{\prime}\right)^{-1}, \tag{A3}
\end{equation*}
$$

and from Eqs. (2.18), (2.20), and (2.22) we have

$$
\begin{align*}
& \mathfrak{D}_{j m j^{\prime} m^{\prime}}^{M \lambda}\left(a_{z}(\zeta)\right) \\
& =\int_{S U 2} \overline{\Phi_{j m}^{M}(u)}\left[D^{M \lambda}\left(a_{z}(\zeta)\right) \Phi_{\left.j^{\prime} m^{\prime}\right]}^{M}\right](u) d u \\
& =(2 j+1)^{\frac{1}{2}}\left(2 j^{\prime}+1\right)^{\frac{1}{2}}(4 \pi)^{-2} \\
& \quad \times \int_{0}^{4 \pi} d \mu \int_{0}^{2 \pi} d \nu \exp \left[i\left(m-m^{\prime}\right) \nu\right] \\
& \quad \times \exp [(1-\lambda) \zeta]\left(\cos \frac{1}{2} \theta\right)^{2(\lambda-1)}\left(\cos \frac{1}{2} \theta^{\prime}\right)^{2(1-\lambda)} \overline{r_{M m}^{j}(\theta)} \\
& \quad \times r_{M m^{\prime}}^{j^{\prime}}\left(\theta^{\prime}\right) \sin \theta d \theta=\delta_{m m^{\prime}} d_{m j j^{\prime}}^{M \lambda}(\zeta), \tag{A4}
\end{align*}
$$

where

$$
\begin{align*}
d_{m j j^{\prime}}^{M \lambda}(\zeta)= & (2 j+1)^{\frac{1}{2}}\left(2 j^{\prime}+1\right)^{\frac{1}{2}} \\
& \times \int_{0}^{\pi} \exp [(1-\lambda) \zeta]\left(\cos \frac{\theta}{2}\right)^{2(\lambda-1)} \\
& \times\left(\cos \frac{\theta^{\prime}}{2}\right)^{2(1-\lambda)} \overline{r_{M m}^{3}(\theta)} r_{M m}^{j^{\prime}}\left(\theta^{\prime}\right) \frac{1}{2} \sin \theta d \theta . \tag{A5}
\end{align*}
$$

[^53]We use for the matrix elements of the representations of $S U(2)$ the expression ${ }^{19,21}$

$$
\begin{align*}
r_{m m^{\prime}}^{j}(\theta)= & {\left[(j+m)!(j-m)!\left(j+m^{\prime}\right)!\left(j-m^{\prime}\right)!\right]^{\frac{1}{2}} } \\
& \times \sum_{\alpha}^{\prime}(-1)^{\alpha+m-m^{\prime}}[(j-m-\alpha)! \\
& \left.\times\left(j+m^{\prime}-\alpha\right)!\left(\alpha+m-m^{\prime}\right)!\alpha!\right]^{-1} \\
& \times\left(\cos \frac{\theta}{2}\right)^{2 j+m^{\prime}-m-2 \alpha}\left(\sin \frac{\theta}{2}\right)^{m-m^{\prime}+2 \alpha} \quad \text { (A6) } \tag{A6}
\end{align*}
$$

These functions have the symmetry properties

$$
\begin{equation*}
r_{m m^{\prime}}^{j}(\theta)=\overline{r_{m m^{\prime}}^{j}(\theta)}=r_{-m^{\prime},-m}^{j}(\theta)=(-1)^{m-m^{\prime} r_{m^{\prime} m}^{j}}(\theta) \tag{A7}
\end{equation*}
$$

Inserting these relations in Eq. (A5), we obtain the following properties of the functions $d_{m j j^{\prime}}^{M}(\zeta)$ :

$$
\begin{align*}
\overline{d_{m i j^{\prime 2}}^{M \lambda}(\zeta)} & =d_{m i j^{\prime}}^{M \overline{j^{\prime}}}(\zeta), \\
d_{m j j^{\prime}}^{M \lambda}(\zeta) & =d_{-m, \lambda}^{-M, \lambda, j}(\zeta)  \tag{A8}\\
& =d_{M i j^{\prime}}^{m \lambda}(\zeta) .
\end{align*}
$$

If we use the expression (A7) for the functions $r_{m m^{\prime}}^{j}(\theta)$, the integral (A5) can be evaluated in terms of elementary functions by means of the following change of variable:

$$
\begin{align*}
x & =\exp (-\zeta)\left(\cos \frac{1}{2} \theta\right)^{2}\left(\cos \frac{1}{2} \theta^{\prime}\right)^{-2}, \\
\left(\cos \frac{1}{2} \theta^{\prime}\right)^{2} & =\left[x^{-1}-\exp (-\zeta)\right][\exp \zeta-\exp (-\zeta)]^{-1}, \\
\left(\cos \frac{1}{2} \theta\right)^{2} & =[\exp \zeta-x][\exp \zeta-\exp (-\zeta)]^{-1}, \\
\frac{1}{2} \sin \theta d \theta & =[\exp \zeta-\exp (-\zeta)]^{-1} d x . \tag{A9}
\end{align*}
$$

In this we may obtain
$d_{m i j^{\prime}}^{M \lambda}(\zeta)=\Delta_{M m}^{j} \Delta_{M m}^{d^{\prime}}[\exp \zeta-\exp (-\zeta)]^{-j-j^{\prime}-1}$
$\times \sum_{\alpha \alpha^{\prime}}^{\prime}(-1)^{\alpha+\alpha^{\prime}}[(j-M-\alpha)!$
$\times(j+m-\alpha)!(\alpha+M-m)!\alpha!$
$\left.\times\left(j^{\prime}-M-\alpha^{\prime}\right)!\left(j^{\prime}+m-\alpha^{\prime}\right)!\left(\alpha^{\prime}+M-m\right)!\alpha^{\prime}!\right]^{-1}$
$\times \exp \left[\zeta\left(M-m-j^{\prime}+2 \alpha^{\prime}\right)\right]$
$\times \int_{\exp (-5)}^{\exp \zeta} x^{\lambda-j^{\prime}-1}(\exp \zeta-x)^{j+j^{\prime}+m-M-\alpha-\alpha^{\prime}}$
$\times[x-\exp (-\zeta)]^{M-m+\alpha+\alpha^{\prime}} d x$,
where $\Delta_{M m}^{j}$ is given by Eq. (5.13). We can expand the integrand in Eq. (A10) by means of the binomial formula and perform the integration term by term. If we separate the contributions of the upper and lower integration limits, we obtain

$$
\begin{equation*}
d_{m j j^{\prime}}^{M \lambda}(\zeta)=a_{m j j^{\prime}}^{M \lambda}(\zeta)+(-1)^{j-j^{\prime}} a_{m j^{\prime}}^{-M,-\lambda}(\zeta) \tag{A11}
\end{equation*}
$$

where
$a_{m i j^{\prime}}^{M i}(\zeta)=\Delta_{M m}^{j} \Delta_{M m}^{j^{\prime}}[\exp \zeta-\exp (-\zeta)]^{-i-j^{\prime}-1}$
$\times \sum_{\alpha \alpha^{\prime} r s}^{\prime}(-1)^{s^{\prime}-m+s}\left(j+j^{\prime}+m-M-\alpha-\alpha^{\prime}\right)!$
$\times\left(M-m+\alpha+\alpha^{\prime}\right)!$

$$
\begin{align*}
& \times[(j-M-\alpha)!(j+m-\alpha)!(\alpha+M-m)!\alpha! \\
& \times\left(j^{\prime}-M-\alpha^{\prime}\right)!\left(j^{\prime}+m-\alpha^{\prime}\right)! \\
& \times\left(\alpha^{\prime}+M-m\right)!\alpha^{\prime}!(r-\alpha)!\left(\alpha+j^{\prime}-M-s-r\right)! \\
& \times\left(j+j^{\prime}+m-M-\alpha^{\prime}-r\right)! \\
& \left.\times\left(2 M-m-j^{\prime}+\alpha^{\prime}+r+s\right)!\right]^{-1}(M+s-\lambda)^{-1} \\
& \times \exp \left[\zeta\left(-\lambda+j+j^{\prime}-M+m-2 r\right)\right] . \quad \text { (A12) } \tag{A12}
\end{align*}
$$

If we substitute Eq. (A11) into the equation

$$
\begin{equation*}
d_{m j i^{\prime}}^{-M}(\zeta)=U_{j}^{-M,-\lambda} d_{m i j^{\prime}}^{M \lambda}(\zeta) U_{j^{\prime}}^{M \lambda}, \tag{A13}
\end{equation*}
$$

which is a simplified form of Eq. (2.29), and identify terms which have a similar dependence on $\zeta$, we obtain

$$
\begin{equation*}
(-1)^{j-i^{\prime}} a_{m j^{j}}^{M \lambda}(\zeta)=\mathcal{U}_{j}^{-M,-\lambda} a_{m j j^{\prime}}^{M \lambda}(\zeta) \mathcal{U}_{j^{\prime}}^{M \lambda} . \tag{A14}
\end{equation*}
$$

Therefore Eq. (Al1) can also be written in the form

$$
\begin{equation*}
d_{m j j^{\prime}}^{M \lambda}(\zeta)=a_{m j j^{\prime}}^{M \lambda}(\zeta)+\mathcal{Q}_{j}^{M \lambda} a_{m j j^{\prime}}^{-M,-\lambda}(\zeta) \cup_{j^{\prime}}^{-M,-\lambda}, \tag{A15}
\end{equation*}
$$

from which Eq. (2.30) follows immediately. In a similar way, if we substitute Eq. (A11) into Eqs. (A8) we obtain

$$
\begin{gather*}
\overline{a_{m j j^{\prime}}^{M \lambda}(\zeta)}=a_{m j^{\prime}}^{M \lambda}(\zeta), \\
a_{m i j^{\prime}}^{M \lambda}(\zeta)=a_{-m, j, j, j^{\prime}}^{-M,(\zeta)}=a_{M i j^{\prime}}^{m \lambda}(\zeta) . \tag{A16}
\end{gather*}
$$

From Eq. (A12) we can derive, after some calculations, an asymptotic expression for the functions $a_{m j i}^{M i \lambda}(\zeta)$.
If $M \geq m$,

$$
\begin{align*}
& a_{m i j^{\prime}}^{M \lambda}(\zeta)=(2 j+1)^{\frac{1}{2}}\left(2 j^{\prime}+1\right)^{\frac{1}{2}} \\
& \quad \times\left[\frac{(j-m)!(j+M)!\left(j^{\prime}-m\right)!\left(j^{\prime}+M\right)!}{(j+m)!(j-M)!\left(j^{\prime}+m\right)!\left(j^{\prime}-M\right)!}\right]^{\frac{1}{2}} \\
& \quad \times \frac{(-1)^{j^{\prime}+m}[\lambda-m+1]_{j^{\prime}+m}}{(M-m)![-\lambda-M]_{j^{\prime}}+M+1} \\
& \quad \times \exp [\zeta(-\lambda-1-M+m)][1+O(\exp (-2 \zeta))] . \tag{A17}
\end{align*}
$$

If we perform the limit $\zeta \rightarrow \infty$ in Eq. (A14) by means of Eq. (A17), we can compute the coefficients $\mathcal{U}_{j}^{M \lambda}$. The result is

$$
\begin{equation*}
\mathcal{U}_{j}^{M \lambda}=\prod_{s=1}^{j} \frac{s-\lambda}{s+\lambda} . \tag{A18}
\end{equation*}
$$

## APPENDIX B. CALCULATION OF THE FUNCTIONS $K_{m}^{M \lambda}(\epsilon, l,+; j)$

In order to evaluate the integrals (4.25) and (5.9) we perform the following change of variable:

$$
\begin{gather*}
\left(\sinh \frac{1}{2} \zeta\right)^{2}=z, \quad \\
\frac{1}{2} \sinh \zeta d \zeta=d z  \tag{B1}\\
\left(\cos \frac{\theta^{+}}{2}\right)^{2}=\frac{1+z}{1+2 z}, \quad\left(\sin \frac{\theta^{+}}{2}\right)^{2}=\frac{z}{1+2 z}
\end{gather*}
$$

The functions $d_{m m^{\prime}}^{l}(\zeta)$ and $a_{m m^{\prime}}^{l}(\zeta)$ can be written by
means of the Meijer $G$ functions using the Eqs. (5.6.24) and (5.3.9) of Ref. 20. The result is

$$
\begin{align*}
& d_{m m^{\prime}}^{l}(\zeta)=\left[\Gamma(m-l) \Gamma\left(m^{\prime}+l+1\right)\right]^{-1} \\
& \times\left(\frac{1+z}{z}\right)^{\left(m+m^{\prime}\right) / 2} G_{22}^{12}\left(z \left\lvert\, \begin{array}{cc}
-l, & l+1 \\
m, & m^{\prime}
\end{array}\right.\right) \\
&\left(m \geq m^{\prime}\right), \quad(\mathrm{B} 2)  \tag{B2}\\
& a_{m m^{\prime}}^{l}(\zeta)=\left[-2 \cos \pi\left(l-m^{\prime}\right) \Gamma(m-l) \Gamma\left(m^{\prime}+l+1\right)\right]^{-1} \\
& \times\left(\frac{1+z}{z}\right)^{\left(m+m^{\prime}\right) / 2} G_{22}^{21}\left(z \left\lvert\, \begin{array}{cc}
-l, & l+1 \\
m, & m^{\prime}
\end{array}\right.\right) . \tag{B3}
\end{align*}
$$

If we use for the functions $r_{m m^{\prime}}^{i}(\theta)$ the expression (A6), the integral (4.25) becomes, for $m \geq M^{21}$,

$$
\begin{align*}
K_{m}^{M 2}(\epsilon, & l,+; j)=\Delta_{M m}^{j}[\Gamma(m-l) \Gamma(M+l+1)]^{-1} \\
& \times \sum_{\alpha}^{\prime}(-1)^{\alpha}[(j-M-\alpha)!(j+m-\alpha)! \\
& \times(\alpha+M-m)!\alpha!]^{-1} \int_{0}^{\infty}(1+2 z)^{\lambda-j-1} z^{\alpha-m} \\
& \times(1+z)^{m+j-\alpha} G_{22}^{12}\left(z \left\lvert\, \begin{array}{cc}
-l, & l+1 \\
m, & M
\end{array}\right.\right) d z, \quad(\mathrm{~B} 4 \tag{B4}
\end{align*}
$$

where $\Delta_{M m}^{j}$ is given by Eq. (5.13). If we expand the term $(1+z)^{m+j-\alpha}$ by means of the binomial formula, we obtain

$$
\begin{align*}
& K_{m}^{M \lambda}(\epsilon, l,+; j) \\
& \quad=\Delta_{M m}^{j}[\Gamma(m-l) \Gamma(M+l+1)]^{-1} \sum_{\alpha \beta}^{\prime}(-1)^{\alpha} 2^{\lambda-j-1} \\
& \quad \times[(j-M-\alpha)!(\alpha+M-m)!\alpha!\beta! \\
& \quad \times(m+j-\alpha-\beta)!]^{-1} \int_{0}^{\infty}\left(z+\frac{1}{2}\right)^{\lambda-j-1} z^{\alpha+\beta-m} \\
& \quad \times G_{22}^{12}\left(z \left\lvert\, \begin{array}{cc}
-l, & l+1 \\
m, & M
\end{array}\right.\right) d z . \tag{B5}
\end{align*}
$$

This integration can be performed by means of the formula (20.5.4) of Ref. 24, and the result, after the change $\beta \rightarrow m+j-\alpha-\beta$ in the summation index,
is given in Eq. (5.12). The result (5.15) is obtained in a completely similar way.

From the general definition of the $G$ function given by Eq. (5.3.1) of Ref. 20, we have

$$
\begin{align*}
& G_{33}^{23}\left(\left.\frac{1}{2}\right|_{\beta-j,} ^{\beta-l,} \begin{array}{cc}
\beta+1 \\
\beta-\lambda, & m, \\
M
\end{array}\right) \\
& =\frac{1}{2 \pi i} \int_{-i \infty}^{+i \infty} \Gamma(\beta-\lambda-s) \Gamma(m-s) \Gamma(1-\beta+j+s) \\
& \quad \times \Gamma(1+l+s) \Gamma(-l+s)[\Gamma(1-M+s)]^{-1} 2^{-s} d s \tag{B6}
\end{align*}
$$

where the integration path leaves the poles of

$$
\begin{equation*}
\Gamma(\beta-\lambda-s) \Gamma(m-s) \tag{B7}
\end{equation*}
$$

on the right and the poles of

$$
\begin{equation*}
\Gamma(1+l+s) \Gamma(-l+s) \tag{B8}
\end{equation*}
$$

on the left. The poles of $\Gamma(1-\beta+j+s)$ are canceled by the poles of $\Gamma(1-M+s)$.
The singularities in the $G$ function arise when the integration path is pinched by two of the abovementioned poles. This happens for

$$
\begin{align*}
m+1+l & =-n, \\
m-l & =-n, \\
\beta+l-\lambda+1 & =-n,  \tag{B9}\\
\beta-\lambda-l & =-n,
\end{align*}
$$

where $n$ is a nonnegative integer. The first two conditions give rise to poles which are canceled by the poles of the $\Gamma$ functions appearing in Eq. (5.12), and the last two conditions give rise to the poles described by Eq. (5.14).
The discussion of the singularities of the function (5.15) can be performed in a similar way.

In order to determine the residues $W_{j m}^{M 2 n}$ defined by Eq. (5.20), we use Eq. (5.3.5) of Ref. 20 and write Eq. (5.12) in the form

$$
\begin{align*}
& K_{m}^{M 2}(\epsilon, l,+; j)=\Delta_{M m}^{j} \sum_{\alpha \beta}^{\prime}(-1)^{\alpha} 2^{\beta-j-1}[(j-M-\alpha)!(\alpha+M-m)!(j+m-\alpha-\beta)!\alpha!\beta!]^{-1} \\
& \times\left\{\frac{2^{\lambda-\beta} \Gamma(\lambda+m-\beta) \Gamma(-\lambda+l+\beta+1) \Gamma(-\lambda-l+\beta)}{\Gamma(l+M+1) \Gamma(m-l) \Gamma(-\lambda-M+\beta+1)}\right. \\
& \times F_{32}\left[\begin{array}{ccc}
-\lambda+j+1, & -\lambda+l+\beta+1, & -\lambda+l+\beta ; \\
-\lambda-m+\beta+1, & -\lambda-M+\beta+1 ; & \frac{1}{2}
\end{array}\right] \\
& +\frac{2^{-m} \Gamma(-\lambda-m+\beta) \Gamma(m+j-\beta+1) \Gamma(m+l+1)}{\Gamma(l+M+1) \Gamma(m-M+1) \Gamma(-\lambda+j+1)} \\
& \left.\times F_{32}\left[\begin{array}{ccc}
m+j-\beta+1, & m+l+1, & m-l ; \\
\lambda+m-\beta+1, & m-M+1 ; & \frac{1}{2}
\end{array}\right]\right\} . \tag{B10}
\end{align*}
$$

[^54]We can easily see that the only singularity for $l \rightarrow \lambda-n-1$ is due to the function $\Gamma(-\lambda+l+$ $\beta+1)$. Therefore, using the formula

$$
\begin{equation*}
\lim _{z \rightarrow-n}(z+n) \Gamma(z)=\frac{(-1)^{n}}{n!}, \tag{B11}
\end{equation*}
$$

we have

$$
\begin{align*}
W_{j m}^{M \lambda n}= & \Delta_{M m}^{j} \sum_{\alpha \beta}^{\prime}(-1)^{\alpha+\beta+n} 2^{\lambda-j-1}[(j-M-\alpha)!(\alpha+M-m)!(j+m-\alpha-\beta)!\alpha!\beta!(n-\beta)!]^{-1} \\
& \times \frac{\Gamma(\lambda+m-\beta) \Gamma(-2 \lambda+n+\beta+1)}{\Gamma(\lambda-n+M) \Gamma(m-\lambda+n+1) \Gamma(-\lambda-M+\beta+1)} \\
& \times F_{32}\left[\begin{array}{cc}
-\lambda+j+1, & \beta-n, \quad-2 \lambda+\beta+n+1 ; \\
-\lambda-m+\beta+1, & -\lambda-M+\beta+1 ;
\end{array}\right. \tag{B12}
\end{align*}
$$

As $\beta-n$ is a nonpositive integer, the generalized hypergeometric series is a finite sum. If we write it explicitly, after some calculations using well-known properties of the $\Gamma$ functions, we obtain Eq. (5.22).

At last we want to study the behavior of the function $K_{m}^{M \lambda}\left(\epsilon, l_{0}+i l^{\prime},+; j\right)$ when $l^{\prime} \rightarrow \pm \infty$ for fixed values of the other parameters. We use for the $G$ functions which appear in Eq. (5.12) the integral representation (B6), and we shift the integration path on the left taking into account the contributions of the poles which are crossed. The new integration path is along the line $\operatorname{Re} s=s_{0}$ where $s_{0}<\beta-\lambda, s_{0}<m$.

From the Stirling formula [Ref. 20, Eq. (1.18.6)], we see that for real $a$ and for $x \rightarrow \pm \infty$

$$
\begin{equation*}
|\Gamma(a+i x)| \sim(2 \pi)^{\frac{1}{2}}|x|^{a-\frac{1}{2}} \exp \left(-\frac{1}{2} \pi|x|\right) \tag{B13}
\end{equation*}
$$

It follows that a function $\varphi(a)$ exists with the property

$$
\begin{equation*}
|\Gamma(a+i x)| \leq \varphi(a)(1+|x|)^{a-\frac{1}{2}} \exp \left(-\frac{1}{2} \pi|x|\right) \tag{B14}
\end{equation*}
$$

From this equation, if $s_{0}<-\left|l_{0}+\frac{1}{2}\right|$, after some calculation we have

$$
\begin{align*}
& \left|\Gamma\left(1+s_{0}+l_{0}+i\left(s^{\prime}+l^{\prime}\right)\right) \Gamma\left(s_{0}-l_{0}+i\left(s^{\prime}-l^{\prime}\right)\right)\right| \\
& \left.\quad \leq \varphi\left(s_{0}+l_{0}\right) \varphi\left(s_{0}-l_{0}\right)\left|2 l^{\prime}\right|^{\left.l_{0}+\frac{1}{2} \right\rvert\,+s_{0}} \exp \left(-\pi \mid l^{\prime}\right) .\right) . \tag{B15}
\end{align*}
$$

This inequality can be used to find an upper bound for the integral along the shifted path. We obtain easily that this integral is of the order

$$
O\left[\left|l^{\prime}\right|^{|l 0+t|+\varepsilon_{0}} \exp \left(-\pi\left|l^{\prime}\right|\right)\right] .
$$

If we explicitly evaluate the contributions of the poles, we see by means of Eq. (B13) that they decrease more rapidly than $\exp \left(-2 \pi\left|l^{\prime}\right|\right)$, and are therefore dominated by the contribution of the integral along the shifted path. As $s_{0}$ can be chosen arbitrarily negative, we see that the $G$ function is of the order $O\left(\left|l^{\prime}\right|^{\alpha} \exp \left[-\pi\left|l^{\prime}\right|\right)\right]$, where $\alpha$ is arbitrary.

If we insert this result into Eq. (5.12) and again use Eq. (B13), we see that the function $K_{m}^{M 2}\left(\epsilon, l_{0}+i l^{\prime}\right.$, $+; j$ ) decreases faster than any negative power of $\left|l^{\prime}\right|$.

## APPENDIX C. ASYMPTOTIC PROPERTIES OF AN INTEGRAL

In order to prove Eq. (6.14) we need the following inequality:

$$
\begin{align*}
\left|A_{m m^{\prime}}^{l}(v)\right| & =\left|a_{m m^{\prime}}^{l}(\zeta)\right| \\
& \leq\left|\tan \pi(l+m) \cot \pi(\operatorname{Re} l+m) a_{m m^{\mathrm{Re}}(\zeta) \mid}(\zeta)\right| \\
& (\operatorname{Re} l>1-m) . \tag{C1}
\end{align*}
$$

This inequality is an immediate consequence of the following integral representation, which holds for $\operatorname{Re} l>1-m$ and is a consequence of Eq. (2.1.10) of Ref. 20.

$$
\begin{align*}
a_{m m^{\prime}}^{l}(\zeta)= & (2 \pi)^{-1}(-1)^{m+m^{\prime}} \tan \pi(l+m)\left(\sinh \frac{1}{2} \zeta\right)^{-2 l-2} \\
& \times\left(\tanh \frac{1}{2} \zeta\right)^{m+m^{\prime}} \int_{0}^{1} t^{l-m}(1-t)^{l+m} \\
& \times\left[1+t\left(\sinh \frac{1}{2} \zeta\right)^{-2}\right]^{-l-1+m^{\prime}} d t . \tag{C2}
\end{align*}
$$

From Eq. (C1) we see that the integral (6.14) is smaller in modulus, then

$$
\begin{align*}
& \left|a_{m m^{\prime}}^{-L-1}(\zeta) \cot \pi(L+m)\right| \int_{-\infty}^{+\infty}\left|K_{m}^{M,-\lambda}\left(\epsilon, L+i l^{\prime}, \rho ; j\right)\right| \\
& \times\left|K_{m}^{M \lambda}\left(\epsilon,-L-1-i l^{\prime}, \rho ; j^{\prime}\right)\right| \cdot\left|2 L+2 i l^{\prime}+1\right| d l^{\prime} . \tag{C3}
\end{align*}
$$

As from Eq. (3.14), we have that

$$
a_{m m^{\prime}}^{-L-1}(\zeta)=O(\exp (-L \zeta))
$$

Eq. (6.14) is proved if we show that the integral in Eq. (C3) converges. But this follows from the fact proved in the Appendix B that

$$
\left|K_{m}^{M \lambda}\left(\epsilon, l_{0}+i l^{\prime}, \rho ; j\right)\right|
$$

decreases faster than any power of $\left|l^{\prime}\right|$.
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#### Abstract

It is shown that the integrals occurring in the expression for the interaction energy between three atoms or ions in second-order perturbation theory with Gaussian wavefunctions can be reduced to single integrals of three different types. The first two types are erf $x$ and erf $i x$ functions, whereas the third type is a single integral of the error function which is easily evaluated by electronic computation.


## INTRODUCTION

IT is well known that Gaussian-type electron wavefunctions are particularly simple for the evaluation of multicenter integrals occurring in the energy expressions for atomic and molecular systems via a variational method. Equivalently, first-order perturbation energies can be equally and readily evaluated on the basis of such Gaussian functions.

In a previous publication, ${ }^{1}$ we have shown that Gaussian-type wavefunctions can also be utilized in second-order perturbation theory for interacting systems of atoms or ions, in the evaluation of both direct and exchange integrals. However, the methods developed were essentially based on asymptotic expansions, which are sufficiently accurate only if the distances between the atoms are relatively large. This condition is fulfilled in the problem of evaluating the three-atom energy in rare-gas crystals; on the other hand, they cannot be applied to ionic solids, since in this case the distances are much smaller because of electrostatic compression of the crystals (Madelung energy).

For the evaluation of three-ion crystal energies it is necessary, therefore, to avoid asymptotic expansions of the integrals. In this paper we present general methods for evaluating three-atom and three-ion interaction energies in second-order perturbation theory, valid for all distances between the atoms or ions. It appears that all expressions can be written as linear combinations of three types of integrals; two of these are the well-known erf $x$ and erf $i x$ functions, whereas the third type can be readily evaluated by electronic computation. In this analysis we will consider the general case of atoms or ions of two different sizes, i.e., the inverse widths of their Gaussian wavefunctions are generally different.

[^55]
## TYPES OF INTEGRALS OCCURRING IN THE EXPRESSION FOR THE SECONDORDER INTERACTION ENERGY

We consider a triplet of atoms or ions ( $a b c$ ) and three electrons, denoted by 1, 2, 3. The distances between the atoms are denoted by $R_{a b}$, that between the electrons by $r_{12}$, and those between nuclei and electrons by $r_{a 1}$, etc.

We introduce the following notations: $\varphi_{a}, \varphi_{b}$, and $\varphi_{c}$ are the ground-state wavefunctions for atoms $a$, $b$, and $c$, respectively,

$$
\varphi_{a}(1)=\left(\beta_{a} / \Pi^{\frac{1}{2}}\right)^{\frac{3}{2}} \exp \left(-\beta_{a}^{2} r_{a 1}^{2} / 2\right) \text { etc. },
$$

where $\beta_{a}$ is the Gaussian parameter for atom $a$, etc.
$H_{a b}^{\prime}$ is the electrostatic interaction (perturbation Hamiltonian) between atoms $a$ and $b$.
$\Delta_{a b}=\int \varphi_{a} \varphi_{b} d \tau$ is the overlap integral between $a$ and $b$,

$$
\Delta_{a b c}^{2}=\Delta_{a b}^{2}+\Delta_{a c}^{2}+\Delta_{b c}^{2}-2 \Delta_{a b} \Delta_{a c} \Delta_{b c},
$$

$\Psi^{*}$ is the zero-order total wavefunction (Slater determinant),
and

$$
\begin{equation*}
\Psi=\left[3!\left(1-\Delta_{a b c}^{2}\right)\right]^{-\frac{1}{2}} \operatorname{det}\left\{\varphi_{a}(1) \varphi_{b}(2) \varphi_{c}(3)\right\} \tag{1}
\end{equation*}
$$

$$
\Psi_{(a b)}=\left[2!\left(1-\Delta_{a b}^{2}\right)\right]^{-\frac{1}{2}} \operatorname{det}\left\{\varphi_{a}(1) \varphi_{b}(2)\right\} .
$$

We have, for the first-order perturbation energy,

$$
\left\langle H_{a b c}^{\prime}\right\rangle=\left\langle H_{a b}^{\prime}\right\rangle+\left\langle H_{a c}^{\prime}\right\rangle+\left\langle H_{b c}^{\prime}\right\rangle,
$$

where

$$
\left\langle H_{a b}^{\prime}\right\rangle=\iiint \Psi^{*} H_{a b}^{\prime} \Psi d \tau_{1} d \tau_{2} d \tau_{3}
$$

On the other hand, the sum of pair interactions for the triplet ( $a b c$ ) is, in first order, given by

$$
\left\langle H_{a b c}^{\prime}\right\rangle_{0}=\left\langle H_{a b b}^{\prime}\right\rangle_{0}+\left\langle H_{a c}^{\prime}\right\rangle_{0}+\left\langle H_{b c}^{\prime}\right\rangle_{0},
$$

with

$$
\left\langle H_{a b}^{\prime}\right\rangle_{0}=\iint \Psi_{(a b)}^{*} H_{a b}^{\prime} \Psi_{(a b)} d \tau_{1} d \tau_{2}
$$

The expression for the second-order energy is

$$
\begin{aligned}
E_{2} & =\sum_{x \neq 0}\left(H_{a b c}^{\prime}\right)_{\mathrm{ox}}\left(H_{a b c}^{\prime}\right)_{\chi 0} /\left(E_{0}-E_{\chi}\right) \\
& =-\left\{\left\langle H_{a b c}^{\prime 2}\right\rangle-\left\langle H_{a b c}^{\prime}\right\rangle^{2}\right\} / E_{\mathrm{av}},
\end{aligned}
$$

where $\chi$ numbers the excited states of the system (energy $E_{\chi}$ ) and $E_{\text {av }}$ is defined by the averaging procedure. On the other hand, the second-order total pair energy is given by

$$
E_{2}^{(0)}=-\left(1 / E_{a \mathrm{av}}\right)\left\{\left\langle H_{a b}^{\prime 2}\right\rangle_{0}-\left\langle H_{a b}^{\prime}\right\rangle_{0}^{2}+[(a c),(b c)]\right\}
$$

where $[(a c),(b c)]$ signifies that the corresponding expressions for the pairs ( $a c$ ) and ( $b c$ ) are to be added. Since $\left\langle H_{a b c}^{\prime}\right\rangle$ and $\left\langle H_{a b c}^{\prime}\right\rangle_{0}$ can be obtained readily from first-order calculations, ${ }^{1}$ the only difficulty lies in the evaluation of $\left\langle H_{a b c}^{\prime 2}\right\rangle$, defined by

$$
\left\langle H_{a b c}^{\prime 2}\right\rangle=\iiint \Psi^{*} H_{a b c}^{\prime 2} \Psi^{*} d \tau_{1} d \tau_{2} d \tau_{3}
$$

We consider the general case where the interacting atoms or ions are represented by two different Gaussian parameters $\beta$ and $\beta^{\prime}$.
By substituting the expression for $H_{a b c}^{\prime}$ into $\left\langle H_{a b c}^{\prime 2}\right\rangle$, we find, using (1), that this quantity is a linear combination of the following seven types of volume integrals (some of them multiplied by overlap integrals):

$$
\begin{align*}
& J_{1}=\left(\frac{\alpha}{\Pi^{\frac{1}{2}}}\right)^{3} \int \frac{\exp \left(-\alpha^{2} r_{A 1}^{2}\right)}{\left(\alpha r_{B 1}\right)^{2}} d \tau_{1},  \tag{2}\\
& J_{2}=\zeta^{\frac{3}{2}}\left(\frac{\alpha}{\Pi^{\frac{1}{2}}}\right)^{6} \iint \frac{\exp -\left[\alpha^{2}\left(r_{A 1}^{2}+\zeta r_{B 2}^{2}\right)\right]}{\left(\alpha r_{12}\right)^{2}} d \tau_{1} d \tau_{2},  \tag{3}\\
& J_{3}=\left(\frac{\alpha}{\Pi^{\frac{1}{2}}}\right)^{3} \int \frac{\exp \left(-\alpha^{2} r_{A 1}^{2}\right)}{\alpha r_{B 1}} d \tau_{1},  \tag{4}\\
& J_{4}=\zeta^{\frac{3}{2}}\left(\frac{\alpha}{\Pi^{\frac{1}{2}}}\right)^{6} \iint \frac{\exp \left[-\alpha^{2}\left(r_{A 1}^{2}+\zeta r_{B 2}^{2}\right)\right]}{\alpha r_{12}} d \tau_{1} d \tau_{2},  \tag{5}\\
& J_{5}=\left(\frac{\alpha}{\Pi^{\frac{1}{2}}}\right)^{3} \int \frac{\exp \left(-\alpha^{2} r_{C 1}^{2}\right)}{\alpha r_{A 1} \alpha r_{B 1}} d \tau_{1},  \tag{6}\\
& J_{6}=\zeta^{\frac{3}{2}}\left(\frac{\alpha}{\Pi^{\frac{1}{2}}}\right)^{6} \iint \frac{\exp \left[-\alpha^{2}\left(r_{C 1}^{2}+\zeta r_{A 2}^{2}\right)\right]}{\alpha r_{B 1} \alpha r_{12}} d \tau_{1} d \tau_{2}, \tag{7}
\end{align*}
$$

and

$$
\begin{align*}
& J_{7}=\zeta^{\frac{1}{2}} \eta^{\frac{3}{2}}\left(\frac{\alpha}{\Pi^{\frac{1}{2}}}\right)^{9} \\
& \times \iiint \frac{\exp \left[-\alpha^{2}\left(r_{C 1}^{2}+\zeta r_{A 2}^{2}+\eta r_{B 3}^{2}\right)\right]}{\alpha r_{12} \alpha r_{13}} d \tau_{1} d \tau_{2} d \tau_{3} \tag{8}
\end{align*}
$$

In Eqs. (2)-(8), $d \tau$ denotes the element of volume, $r_{A 1}$ the distance between a fixed point $A$ on the triangle ( $a b c$ ) and electron 1 [for example, $A$ may be the middle of the side (bc)]; $\alpha$ takes the values $\beta, \beta^{\prime}$, and
$\beta\left[\frac{1}{2}\left(1+\beta^{\prime 2} / \beta^{2}\right)\right]^{\frac{1}{2}}$ and $\zeta$ and $\eta$ are different ratios between these last parameters. These seven integrals are generalizations of Eqs. (41)-(50) given in Ref. 1 for $\alpha=\beta=\beta^{\prime}$.

Upon inspection of the volume integrals $J_{1}$ to $J_{7}$, it appears possible to reduce them to the three following basic integrals:

$$
\begin{gathered}
A(X)=\frac{2}{X} e^{-X^{2}} \int_{0}^{X} e^{u^{2}} d u \\
B(X)=\frac{2}{X \Pi^{\frac{1}{2}}} \int_{0}^{X} e^{-u^{2}} d u=\frac{\operatorname{erf} X}{X},
\end{gathered}
$$

and

$$
\begin{align*}
& C\left(\left(X_{1}, \eta\right),\left(X_{2}, \zeta\right), X_{3}\right)= \\
& \frac{2}{\Pi^{\frac{1}{2}}} \int_{0}^{(\zeta / \zeta+1)^{\frac{1}{2}}} \frac{e^{-X_{2} z^{2}} \operatorname{erf}\left([P(z)]^{\frac{1}{2}}\left[\eta / 1+\eta\left(1-z^{2}\right)\right]^{\frac{1}{2}}\right)}{[P(z)]^{\frac{1}{2}}} d z, \tag{9}
\end{align*}
$$

where

$$
P(z)=X_{1}^{2}+\left(X_{3}^{2}-X_{2}^{2}-X_{1}^{2}\right) z^{2}+X_{2}^{2} z^{4}
$$

$\zeta, \eta>0$ and $X_{1}, X_{2}, X_{3}$ are dimensionless quantities proportional to the lengths of the three sides of the triangle specified by $X_{1}, X_{2}, X_{3}$.

We note that $P(z)>0(1 \geq z \geq 0)$ for every triangular configuration except when $\Varangle\left(X_{1}, X_{2}\right)=0$. In particular, when $X_{1}=X_{2}$ and $X_{3}=0$, we have $P(1)=0$ and

$$
C((X, \infty),(X, \infty), 0)=A(X)
$$

We note also that in many cases the function $C\left(\left(X_{1}, \eta\right),\left(X_{2}, \zeta\right), X_{3}\right)$ can be simplified ${ }^{1}$; for example,

$$
C((X, \infty),(0,1), X)=1-X^{2} B^{2}(X)+\left(2 / \Pi^{\frac{1}{2}}\right)
$$

$$
\cdot\left[B\left(2^{\frac{1}{2}} X\right)-e^{-X^{2}} B(X)\right]
$$

Finally we remark that $A(0)=2, B(0)=2 \Pi^{-\frac{1}{2}}$.
The relations between the volume integrals $J_{1}-J_{7}$ and the basic integrals $A$ to $C$ are as follows:

$$
\begin{align*}
J_{1} & =A\left(\alpha R_{A B}\right),  \tag{10}\\
J_{2} & =\frac{\zeta}{\zeta+1} A\left(\left(\frac{\zeta}{\zeta+1}\right)^{\frac{1}{2}} \alpha R_{A B}\right),  \tag{11}\\
J_{3} & =B\left(\alpha R_{A B}\right)  \tag{12}\\
J_{4} & =\left(\frac{\zeta}{\zeta+1}\right)^{\frac{1}{2}} B\left(\left(\frac{\zeta}{\zeta+1}\right)^{\frac{1}{2}} \alpha R_{A B}\right),  \tag{13}\\
J_{5} & =C\left(\left(\alpha R_{B C}, \infty\right),\left(\alpha R_{A C}, \infty\right), \alpha R_{A B}\right),  \tag{14}\\
J_{6} & =C\left(\left(\alpha R_{B C}, \infty\right),\left(\alpha R_{A C}, \zeta\right), \alpha R_{A B}\right)  \tag{15}\\
J_{7} & =C\left(\left(\alpha R_{B C}, \eta\right),\left(\alpha R_{A C}, \zeta\right), \alpha R_{A B}\right) \tag{16}
\end{align*}
$$

## DERIVATION OF EQS. (10)-(16)

Equations (10)-(13) follow by using the formulas

$$
\begin{equation*}
\frac{1}{r^{2}}=\int_{0}^{\infty} e^{-r^{2} t} d t \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{r}=2 \Pi^{-\frac{1}{2}} \int_{0}^{\infty} e^{-r^{2} t^{2}} d t \tag{18}
\end{equation*}
$$

and by integrating with respect to the coordinates of electrons 1 and 2 . We sketch the derivation of $J_{2}$, which is the most complicated one. Taking Cartesian coordinates $(x, y, z)$ for electron 1 and ( $u, v, w$ ) for electron 2 and using (17), we obtain

$$
\begin{aligned}
J_{2}= & \zeta^{\frac{3}{2}} \alpha^{6} \Pi^{-3} \int_{0}^{\infty}\left\{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\right. \\
& \times \exp \left[-\alpha^{2}\left(x^{2}+y^{2}+z^{2}\right)\right] \\
& \times \exp \left[-\zeta \alpha^{2}\left\{u^{2}+\left(v-R_{A B}\right)^{2}+w^{2}\right\}\right] \\
& \times \exp \left[-t \alpha^{2}\left\{(x-u)^{2}+(y-v)^{2}+(z-w)^{2}\right\}\right] \\
& \times d x d y d z d u d v d w\} d t
\end{aligned}
$$

Integration with respect to $x, y, z, u, v$, and $w$ gives

$$
\begin{align*}
J_{2}= & \zeta^{\frac{3}{2}} \\
& \exp \left[-\frac{R^{*^{2}}}{(1+\zeta)}\right]  \tag{19}\\
& \times \int_{0}^{\infty} \frac{\exp \left[\zeta R^{*^{2}} /(1+\zeta)(\zeta+t+t \zeta)\right]}{(\zeta+t+t \zeta)^{\frac{3}{2}}} d t
\end{align*}
$$

where $R^{*}=\zeta^{\frac{1}{2}} \alpha R_{A B}$. Equation (11) is obtained by putting in (19),

$$
u=R^{*}\{\zeta /(1+\zeta)(\zeta+t+t \zeta)\}^{\frac{1}{2}}
$$

For the derivation of Eqs. (14)-(16), we sketch the first and the last ones, since the derivation of $J_{6}$ is very similar to that of $J_{5}$.

Let the Cartesian coordinates of the vertices $A, B$, $C$ be $\left(b_{1}, b_{2}, 0\right),(a, 0,0)$, and $(0,0,0)$, respectively, and that of electron 1 be $(x, y, z)$. Then, using (18), we obtain

$$
\begin{aligned}
J_{5}= & 4 \alpha^{3} \Pi^{-\frac{5}{2}} \\
& \times \int_{0}^{\infty} \int_{0}^{\infty}\left\{\left(\int _ { - \infty } ^ { \infty } \operatorname { e x p } \left\{-\alpha^{2}\left[x^{2}+(x-a)^{2} u^{2}\right.\right.\right.\right. \\
& \left.\left.\left.+\left(x-b_{1}\right)^{2} t^{2}\right]\right\} d x\right) \\
& \times\left(\int_{-\infty}^{\infty} \exp \left\{-\alpha^{2}\left[y^{2}\left(1+u^{2}\right)+\left(y-b_{2}\right)^{2} t^{2}\right]\right\} d y\right) \\
& \left.\times\left(\int_{-\infty}^{\infty} \exp \left[-\alpha^{2} z^{2}\left(1+t^{2}+u^{2}\right)\right] d z\right)\right\} d u d t
\end{aligned}
$$

By integration with respect to $x, y$, and $z$ we find

$$
\begin{equation*}
J_{5}=\frac{4}{\Pi} \int_{0}^{\infty} \int_{0}^{\infty} f(t, u) d t d u \tag{20}
\end{equation*}
$$

where
$f(t, u)=\frac{\exp \left[-\left(a^{2} t^{2}+b^{2} u^{2}+c^{2} t^{2} u^{2}\right) /\left(1+t^{2}+u^{2}\right)\right]}{\left(1+t^{2}+u^{2}\right)^{\frac{3}{2}}}$
and

$$
\begin{equation*}
a=\alpha R_{B C}, \quad b=\alpha R_{A C}, \quad c=\alpha R_{A B} \tag{21}
\end{equation*}
$$

By using the substitution

$$
\begin{equation*}
w=\left\{\frac{P(u)}{u^{2}+1} \frac{t^{2}}{1+t^{2}+u^{2}}\right\}^{\frac{1}{2}} \tag{22}
\end{equation*}
$$

where

$$
P(u)=a^{2}\left(u^{2}+1\right)-b^{2} u^{2}+c^{2} u^{2}\left(u^{2}+1\right)
$$

we obtain

$$
\begin{gathered}
\left(1+t^{2}+u^{2}\right)^{-\frac{3}{2}} d t=\left\{\left(u^{2}+1\right) P(u)\right\}^{-\frac{1}{2}} d w \\
\exp \left[-\left(a^{2} t^{2}+b^{2} u^{2}+c^{2} t^{2} u^{2}\right) /\left(1+t^{2}+u^{2}\right)\right] \\
=\exp \left\{-b^{2} u^{2} /\left(1+u^{2}\right)\right\} \exp \left(-w^{2}\right)
\end{gathered}
$$

and, finally,

$$
\begin{align*}
J_{5} & =2 \Pi \Pi^{-\frac{1}{2}} \int_{0}^{\infty} \\
& \times \frac{\exp \left\{-b^{2}\left[u^{2} /\left(1+u^{2}\right)\right]\right\} \operatorname{erf}\left\{\left[P(u) /\left(1+u^{2}\right)\right]^{\frac{1}{2}}\right\}}{\left[\left(u^{2}+1\right) P(u)\right]^{\frac{1}{2}}} d u \tag{23}
\end{align*}
$$

Equation (14) is obtained from (23) by the substitu- . tion

$$
\begin{equation*}
z=\left\{u^{2} /\left(1+u^{2}\right)\right\}^{\frac{1}{2}} \tag{24}
\end{equation*}
$$

For the derivation of $J_{7}$ we use the formula

$$
\begin{equation*}
\frac{\operatorname{erf} r}{r}=2 \Pi^{-\frac{1}{2}} \int_{0}^{1} e^{-r^{2} t^{2}} d t \tag{25}
\end{equation*}
$$

Let, again, the Cartesian coordinates of the vertices $A, B, C$ be $\left(b_{1}, b_{2}, 0\right),(a, 0,0),(0,0,0)$, respectively, and that of electron 1 be $(x, y, z)$. Selecting for electrons 2 and 3 polar coordinates $u=r_{A 2}, \alpha=\Varangle 1 A 2$ and $w=r_{B 3}, \beta=\Varangle 1 B 3$, respectively, we obtain

$$
\begin{aligned}
J_{7}=J_{7} & \left.\left(\alpha R_{B C}, \eta\right),\left(\alpha R_{A C}, \zeta\right), \alpha R_{A B}\right)=4 \alpha^{7} \Pi^{-\frac{5}{2}} \zeta^{\frac{3}{2}} \eta^{\frac{3}{2}} \\
& \times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left\{\exp \left[-\alpha^{2}\left(x^{2}+y^{2}+z^{2}\right)\right]\right. \\
& \times\left[\int_{0}^{\infty} \int_{-1}^{1} \frac{u^{2} e^{-\zeta \alpha^{2} u^{2}} d m d u}{\left(r_{A 1}^{2}+u^{2}-2 r_{A 1} u m\right)^{\frac{1}{2}}}\right] \\
& \left.\times\left[\int_{0}^{\infty} \int_{-1}^{1} \frac{w^{2} e^{-n \alpha^{2} w^{2}} d n d w}{\left(r_{B 1}^{2}+w^{2}-2 r_{B 1} w n\right)^{\frac{1}{2}}}\right]\right\} d x d y d z
\end{aligned}
$$

where $m=\cos \alpha$ and $n=\cos \beta$.

By putting $x=\zeta^{\frac{1}{1}} \alpha u$ and using the formula ${ }^{1}$

$$
\int_{0}^{\infty} \int_{-1}^{1} \frac{x^{2} e^{-x^{2}} d m d x}{\left(R^{2}+x^{2}-2 R x m\right)^{\frac{1}{2}}}=\frac{\Pi^{\frac{1}{2}} \operatorname{erf} R}{2 R}
$$

we obtain

$$
\begin{align*}
& J_{7}=\alpha^{3} \zeta^{\frac{1}{2}} \eta^{\frac{1}{2}} \Pi^{-\frac{3}{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[\exp \left(-\alpha^{2} r_{C 1}^{2}\right)\right. \\
& \left.\times \frac{\operatorname{erf}\left(\zeta^{\frac{1}{2}} \alpha r_{A 1}\right)}{\zeta^{\frac{1}{2}} \alpha r_{A 1}} \frac{\operatorname{erf}\left(\eta^{\frac{1}{2}} \alpha r_{B 1}\right)}{\eta^{\frac{1}{2}} \alpha r_{B 1}}\right] d x d y d z,  \tag{26}\\
& \text { where }
\end{align*}
$$

$$
\begin{aligned}
& r_{A 1}=\left\{\left(x-b_{1}\right)^{2}+\left(y-b_{2}\right)^{2}+z^{2}\right\}^{\frac{1}{2}} \\
& r_{B 1}=\left\{(x-a)^{2}+y^{2}+z^{2}\right\}^{\frac{1}{2}}
\end{aligned}
$$

and

$$
r_{C 1}=\left\{x^{2}+y^{2}+z^{2}\right\}^{\frac{1}{2}}
$$

Further, using (25) and integrating in (26) with respect to $x, y$, and $z$, it is found that

$$
\begin{equation*}
J_{7}=\frac{4}{\Pi} \int_{u=0}^{r^{\frac{1}{2}}} \int_{t=0}^{\eta^{\ddagger}} f(t, u) d t d u \tag{27}
\end{equation*}
$$

with $f(t, u)$ defined by (21).
The formula (16) follows now from (27), by using the substitutions (22) and (24).

## ASYMPTOTIC EXPANSIONS FOR INTEGRALS $A, B$, AND $C$

In the previous sections we have given analytical expressions for the integrals $A, B$, and $C$. occurring in the evaluation of three-atom or three-ion interactions. Values for the integrals $A$ and $B$ are available in the form of tables, whereas $C$ must be evaluated by electronic computation. The computation of $C$ can be simplified considerably for large values of $X_{1}, X_{2}, X_{3}$ ( $\geq 2.5$ ) by using asymptotic series expansions. We here give the expansions used, including for completeness also the corresponding series for the integrals $A$ and $B$, and discuss briefly their derivation. The
asymptotic series expansions are

$$
\begin{aligned}
A(X) & =\frac{1}{X^{2}}+\frac{1}{2 X^{4}}+\frac{1 \cdot 3}{4 X^{6}}+\frac{1 \cdot 3 \cdot 5}{8 X^{8}}+\cdots \\
& =\sum_{n=1}^{N} \frac{(2 n-3)!!}{2^{n-1} X^{2 n}}+O\left(X^{-2 N-2}\right), \\
\frac{1}{X}-B(X) & =\frac{e^{-X^{2}}}{\Pi^{\frac{1}{2}} X^{2}}\left(1-\frac{1}{2 X^{2}}+\frac{1 \cdot 3}{\left(2 X^{2}\right)^{2}}-\cdots\right) \\
& =\frac{e^{-X^{2}}}{\Pi^{\frac{1}{2}} X^{2}}\left(\sum_{n=1}^{N} \frac{(-1)^{n-1}(2 n-3)!!}{\left(2 X^{2}\right)^{n-1}}+O\left(X^{-2 N}\right)\right)
\end{aligned}
$$

[where $(-1)!!=1]$, and

$$
\begin{align*}
& C\left(\left(X_{1}, \eta\right),\left(X_{2}, \zeta\right), X_{3}\right) \\
& =\frac{1}{X_{1} X_{2}}+\frac{\cos \Theta}{2 X_{1}^{2} X_{2}^{2}}+\frac{3\left(3 \cos ^{2} \Theta-1\right)}{8 X_{1}^{8} X_{2}^{2}} \\
& \\
& \quad+\frac{15 \cos \Theta\left(5 \cos ^{2} \Theta-3\right)}{16 X_{1}^{4} X_{2}^{4}} \\
&  \tag{28}\\
& \quad+\frac{105\left(35 \cos ^{4} \Theta-30 \cos ^{2} \Theta+3\right)}{128 X_{1}^{5} X_{2}^{5}}+O\left(X_{1}^{-6} X_{2}^{-6}\right)
\end{align*}
$$

for $X_{1} \geq X_{2} \rightarrow \infty$ and $\Theta=\Varangle\left(X_{1}, X_{2}\right) \geq \frac{1}{3} \Pi$.
The first two expansions are easily established by applying l'Hospital's rule. For $C$, we consider a triangular configuration for which

$$
\begin{equation*}
X_{1} \geq X_{2} \quad \text { and } \quad \Theta \geq \Pi / 3 \tag{29}
\end{equation*}
$$

We assume, moreover, that $X_{1}$ and $[\zeta /(1+\zeta)]^{\frac{1}{2}} X_{2}$ are sufficiently large \{i.e., $X_{1}$ and $\left.[\zeta /(1+\zeta)]^{\frac{1}{2}} X_{2} \geq 2,5\right\}$ and that $\eta$ is not too small $(\eta>0,8)$.
Putting

$$
\begin{align*}
& k=X_{1}^{-2}\left(3 X_{1}^{2}+X_{2}^{2}-X_{3}^{2}\right)=2\left(1+X_{2} \cos \Theta / X_{1}\right) \\
& \mu=1-\left(X_{2} / X_{1}\right)^{2} \tag{30}
\end{align*}
$$

and

$$
g(z)=\left\{z /\left(1+z^{2}\right)\right\}^{2}\left(k+\mu z^{2}\right)
$$

we have, by definition,

$$
\{P(z)\}^{\frac{1}{2}}=X_{1}\left(1+z^{2}\right)\{1-g(z)\}
$$

and obtain

$$
\begin{equation*}
C\left(\left(X_{1}, \eta\right),\left(X_{2}, \zeta\right), X_{3}\right)=2 \Pi^{-\frac{1}{2}} X_{1}^{-1} \int_{0}^{[5 /(1+\zeta)]^{\frac{1}{2}}} \frac{e^{-X_{2}^{2} z^{2}} \operatorname{erf}\left\{X_{1}\left(1+z^{2}\right)\left[(1-g(z)) \frac{\eta}{1+\eta\left(1-z^{2}\right)}\right]^{\frac{1}{2}}\right\}}{\left(1+z^{2}\right)[1-g(z)]^{\frac{1}{2}}} d z \tag{31}
\end{equation*}
$$

by 1 and approximating

$$
\int_{0}^{[5(\zeta+1)] \frac{1}{2}-\varepsilon} z^{2 n} e^{-X_{2}{ }^{1} z^{2}} d z
$$

by
$\int_{0}^{\infty} z^{2 n} e^{-X_{2}{ }^{2} z^{2}} d z=\frac{\Pi^{\frac{1}{2}(2 n-1)!!}}{2^{n+1} X_{2}^{2 n+1}}, \quad(n=0,1,2, \cdots)$, where $\epsilon$ is of small positive value.

To indicate the accuracy of the third asymptotic expansion, we mention that, for $X_{1} \geq X_{2}=3$ and $\Theta \geq \frac{1}{3} \Pi$, Eq. (28) gives an accuracy of $5 \times 10^{-5}$ with four terms.

## EVALUATION OF THE INTEGRALS $A$ TO $C$

In this paper we have shown that the evaluation of the second-order three-atom or three-ion energy of interaction can be reduced to that of calculating a number of volume integrals [(2)-(8)]. These integrals can all be expressed in terms of three basic integrals $A$ to $C[(10)-(16)]$. Two of these last three integrals, $A$ and $B$, can be obtained from tabulated values of the error function ${ }^{2}$ and of Dawson's integral ${ }^{3.4}$

$$
e^{-x^{2}} \int_{0}^{x} e^{t^{2}} d t
$$

respectively. On the other hand, values of the integral

[^56]$C$ [Eq. (9)] are not available, but these can be readily obtained by electronic computation.

It should be noted that, compared with our previous analysis of second-order three-body interactions, ${ }^{1,5}$ the present results constitute a considerable simplification. In particular, Eqs. (10)-(16) are valid for the whole range of triangular dimensions, whereas the asymptotic expansions were only applicable in the range of large dimensions (in terms of the Gaussian parameter $\beta$ and the nearest-neighbor distance $R$ in a solid, this range of validity is $\beta R \geq 2$ ). The latter limiting case applies for rare-gas crystals. In ionic crystals, however, $\beta R$ is considerably smaller because of electrostatic compression. ${ }^{6}$
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#### Abstract

Several theorems are proved concerning the asymptotic behavior of Stieltjes transforms as $|z|$ approaches infinity, in a sector of the complex $z$ plane which does not include the cut in the transform. The asymptotic behavior of the transform is related to the asymptotic behavior, for large values of the argument, of the function whose transform is taken.


## I. INTRODUCTION

STIELTJES transforms have become familiar to physicists because of the extensive use of dispersion relations in calculations concerning elementary particle interactions. Their asymptotic properties are important in discussing questions such as the number of subtractions required in dispersion relations. Some results concerning these properties are given in a paper of Lanz and Prosperi, ${ }^{1}$ which includes a list of earlier papers containing some discussion of such asymptotic properties. Lanz and Prosperi concentrate on results

[^58]in which a bound on the transform is derived from a bound on the original; results in which a precise asymptotic behavior of the transform can be established are mentioned only in passing.
In this paper we prove a number of results on the behavior of Stieltjes transforms as $|z|$ approaches infinity in a direction away from the cut in the transform. These results are, in fact, shown to hold uniformly in a sector in the complex plane which does not include the cut. The proof of theorems on the asymptotic behavior of principal value integrals and their extension to hold uniformly in a sector which includes the cut requires further conditions on the
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#### Abstract

Several theorems are proved concerning the asymptotic behavior of Stieltjes transforms as $|z|$ approaches infinity, in a sector of the complex $z$ plane which does not include the cut in the transform. The asymptotic behavior of the transform is related to the asymptotic behavior, for large values of the argument, of the function whose transform is taken.


## I. INTRODUCTION

STIELTJES transforms have become familiar to physicists because of the extensive use of dispersion relations in calculations concerning elementary particle interactions. Their asymptotic properties are important in discussing questions such as the number of subtractions required in dispersion relations. Some results concerning these properties are given in a paper of Lanz and Prosperi, ${ }^{1}$ which includes a list of earlier papers containing some discussion of such asymptotic properties. Lanz and Prosperi concentrate on results

[^61]in which a bound on the transform is derived from a bound on the original; results in which a precise asymptotic behavior of the transform can be established are mentioned only in passing.
In this paper we prove a number of results on the behavior of Stieltjes transforms as $|z|$ approaches infinity in a direction away from the cut in the transform. These results are, in fact, shown to hold uniformly in a sector in the complex plane which does not include the cut. The proof of theorems on the asymptotic behavior of principal value integrals and their extension to hold uniformly in a sector which includes the cut requires further conditions on the
original function and involves quite different techniques from those used in this paper. It is appropriate, therefore, to discuss these latter results in a separate paper.

In Sec. II we establish our notation and write down conditions on the original function which will be assumed to hold for all the theorems and corollaries to be proved. We also make some preliminary transformations and state two theorems which are used in Sec. III. Section III itself contains the proof of several results on the precise asymptotic behavior of Stieltjes transforms. Section IV repeats a result of Lanz and Prosperi; it is included here for completeness.

The aim has been to put down all the results on the asymptotic behavior of Stieltjes transforms that we have been able to discover, in the hope that it may be of value to have these collected together. Of the results in Sec. III, the first theorem is an extension of a wellknown result which is given, for example, by Widder. ${ }^{2}$ The main preliminary transformation in Sec. II follows Widder's proof of this result. We have not been able to find the other theorems and corollaries in Sec. III in the mathematical literature.

## II. PRELIMINARIES

Let $g(x)$ be a real valued function defined for $x \geq 0$, and let $g(x)$ belong to $L([a, b])$ for any choice of $a, b$ with $0<a<b$. Let the limits

$$
\int^{+\infty} \frac{g(x) d x}{x} \text { and } \int_{-0} g(x) d x
$$

exist. (The notation is that of Titchmarsh. ${ }^{3}$ )
The Stieltjes transform $f(z)$ of the function $g(x)$ is defined by

$$
f(z)=\int_{-0}^{+\infty} \frac{g(t) d t}{t+z}
$$

for $z \neq 0, \operatorname{Arg} z \neq \pi$. For each such $z$, the manipulations carried out in this section show that the integral defining $f(z)$ does indeed converge at both limits. (For every $z \neq 0, \operatorname{Arg} z$ is unique, and $-\pi<\operatorname{Arg} z \leq$ $\pi$.) The function $f(z)$ is an analytic function, regular in the whole complex plane cut along the negative real axis. We are going to study the behavior of $f(z)$ as $|z| \rightarrow \infty$ in any direction for which $\operatorname{Arg} z \neq \pi$. Uniform convergence properties are established in a sector $|\operatorname{Arg} z| \leq \pi-\delta$, where $0<\delta<\pi$. This sector is henceforth denoted by $S_{\delta}$.

[^62]We dispose of the complication at the lower end of the range of integration by writing

$$
f(z)=f_{1}(z)+\int_{-\infty}^{1} \frac{g(t) d t}{t+z},
$$

where

$$
f_{1}(z)=\int_{1}^{\infty} \frac{g(t) d t}{t+z}
$$

Now

$$
z \int_{+0}^{1} \frac{g(t) d t}{t+z}-\int_{\rightarrow 0}^{1} g(t) d t=-\int_{\rightarrow 0}^{1} \frac{t g(t) d t}{t+z} .
$$

Defining the continuous function $\phi(x)$ by

$$
\phi(x)=\int_{-0}^{x} g(t) d t \quad(x>0)
$$

and applying the formula for integration by parts ${ }^{4}$ to the interval $[\alpha, 1]$, with $0<\alpha<1$, we have

$$
\int_{a}^{1} \frac{t g(t) d t}{t+z}=\left.\frac{t \phi(t)}{t+z}\right|_{z} ^{1}-z \int_{z}^{1} \frac{\phi(t) d t}{(t+z)^{2}} .
$$

Letting $\alpha \rightarrow 0$,

$$
\int_{\rightarrow 0}^{1} \frac{\operatorname{tg}(t) d t}{t+z}=\frac{\phi(1)}{1+z}-z \int_{0}^{1} \frac{\phi(t) d t}{(t+z)^{2}} .
$$

The integral on the right side exists in the ordinary Riemann sense. Moreover, for $z \in S_{\delta}$ and fixed $r \neq 0$,

$$
\begin{aligned}
\left|z \int_{0}^{1} \frac{\phi(t) d t}{(t+z)^{2}}\right| & \leq r \int_{0}^{1} \frac{|\phi(t)| d t}{(t-r \cos \delta)^{2}+r^{2} \sin ^{2} \delta} \\
& \leq \frac{1}{r \sin ^{2} \delta} \int_{0}^{1}|\phi(t)| d t
\end{aligned}
$$

It follows that

$$
\int_{\rightarrow 0}^{1} \frac{g(t) d t}{t+z}=\int_{\rightarrow 0}^{1} g(t) d t / z+o(1 /|z|)
$$

as $|z| \rightarrow \infty$ in any direction for which $\operatorname{Arg} z \neq \pi$, and uniformly for $z$ in $S_{\delta}$ as $|z| \rightarrow \infty$. This result means that the theorems of Sec. III need be proved only for $f_{1}(z)$.

Next we write $f_{1}(z)$ in a different form. Defining the continuous function $\psi(x)$ by

$$
\psi(x)=\int_{x}^{\rightarrow \infty} \frac{g(t) d t}{t} \quad(x \geq 1)
$$

and applying the formula for integration by parts to the interval $[1, X]$, with $X>1$, we have

$$
\int_{1}^{X} \frac{g(t) d t}{t+z}=-\left.\frac{t \psi(t)}{t+z}\right|_{1} ^{X}+z \int_{1}^{X} \frac{\psi(t) d t}{(t+z)^{2}} .
$$

[^63]Now let $X \rightarrow \infty$. Since $\psi(x) \rightarrow 0$ as $x \rightarrow \infty$, the integral

$$
\int_{1}^{\infty} \frac{\psi(t) d t}{(t+z)^{2}}
$$

is absolutely convergent and

$$
f_{1}(z)=\frac{\psi(1)}{1+z}+z \int_{1}^{\infty} \frac{\psi(t) d t}{(t+z)^{2}}
$$

This form for $f_{1}(z)$ is very convenient for proving the theorems of the next section.

We now give statements of two theorems which we use in Sec. III.

Theorem $A$ : Let the complex valued function $h(t, r)$ of the real variables $t, r$, defined for all $t \geq t_{0}, r \geq r_{0}$, belong to $L\left(\left[t_{0}, T\right]\right)$ for each $T>t_{0}$ and each $r \geq r_{0}$, and let the limit

$$
\int_{t_{0}}^{+\infty} h(t, r) d t
$$

exist for each $r \geq r_{0}$.
Suppose that, as $r \rightarrow \infty$,

$$
\lim _{r \rightarrow \infty} h(t, r)
$$

exists for each $t \geq t_{0}$; denote this limit function by $h_{1}(t)$. Let the convergence of $h(t, r)$ to $h_{1}(t)$ be uniform in each interval $\left[t_{0}, T\right]$ with $T>t_{0}$.

Then the limits

$$
\int_{t_{0}}^{\rightarrow \infty} h_{1}(t) d t
$$

and

$$
\lim _{r \rightarrow \infty} \int_{t_{0}}^{\rightarrow \infty} h(t, r) d t
$$

exist and are equal if and only if, given $\epsilon>0$, there exists $T$ (depending on $\epsilon$ ) such that, for each $t>T$, there is a number $R$ (depending on $t$ ) for which

$$
\left|\int_{t}^{+\infty} h(u, r) d u\right|<\epsilon \text { for all } r>R .
$$

This theorem is a simple application of a theorem on repeated limits given in Sec. 305 of Vol. I of Hobson. ${ }^{5}$ We do not use the full power of this theorem; in particular we are always able to find a number $R$ which is independent of $t$.

Theorem $B$ : Let $h(u, r)$ be a complex valued function of the real variables $u, r$, defined for all $u \geq u_{0}, r \geq r_{0}$ and belonging to $L\left(\left[u_{0}, \infty\right]\right)$ for each $r \geq r_{0}$. Let

$$
\lim _{r \rightarrow \infty} h(u, r)
$$

${ }^{5}$ E. W. Hobson, The Theory of Functions of a Real Variable and the Theory of Fourier's Series (Cambridge University Press, New York, 1927), 3rd ed., Vol. I.
exist almost everywhere on $\left[u_{0}, \infty\right]$. Suppose that there exists a (real valued) function $M(u)$ belonging to $L\left(\left[u_{0}, \infty\right]\right.$ ) such that $|h(u, r)| \leq M(u)$ almost everywhere on $\left[u_{0}, \infty\right]$ for each $r \geq r_{0}$. Then

$$
\lim _{r \rightarrow \infty} h(u, r)
$$

belongs to $L\left(\left[u_{0}, \infty\right]\right)$ and

$$
\lim _{r \rightarrow \infty} \int_{u_{0}}^{\infty} h(u, r) d u=\int_{u_{0}}^{\infty} \lim _{r \rightarrow \infty} h(u, r) d u .
$$

This is just Lebesgue's dominated convergence theorem, ${ }^{6}$ written in a way which can be applied immediately in Sec. III.

## III. PRECISE ASYMPTOTIC BEHAVIOR

We turn now to the main results of this paper and give a sequence of three theorems. It is assumed that the conditions in the first paragraph of Sec. II hold throughout.

Theorem 1: The transform $f(z) \rightarrow 0$ as $|z| \rightarrow \infty$ in any direction for which $\operatorname{Arg} z \neq \pi$, and uniformly for $z$ in $S_{\delta}$ as $|z| \rightarrow \infty$.
Proof. It suffices to prove that

$$
z \int_{1}^{\infty} \frac{\psi(t) d t}{(t+z)^{2}} \rightarrow 0
$$

under the conditions just stated. Now, for $z \in S_{\delta}$ and fixed $r \neq 0$, we have

$$
\left|z \int_{1}^{\infty} \frac{\psi(t) d t}{(t+z)^{2}}\right| \leq r \int_{1}^{\infty} \frac{|\psi(t)| d t}{(t-r \cos \delta)^{2}+r^{2} \sin ^{2} \delta}
$$

Theorem A may be applied immediately, with

$$
\begin{aligned}
& h(t, r)=\frac{r|\psi(t)|}{(t-r \cos \delta)^{2}+r^{2} \sin ^{2} \delta} \\
& (t \geq 1, r \geq 1 \text { say })
\end{aligned}
$$

As $r \rightarrow \infty, h(t, r) \rightarrow 0$ for each $t \geq 1$. Moreover, this convergence is uniform in each interval [1,T] with $T>1$, since, for $t \in[1, T]$,

$$
h(t, r) \leq m(T) / r \sin ^{2} \delta,
$$

where $m(T)=\max \{|\psi(t)|: t \in[1, T]\}$.
Finally, given $\epsilon>0$, we can find $T$ such that $|\psi(t)|<\epsilon \sin \delta /(\pi-\delta)$ for all $t \geq T$, since $\psi(t) \rightarrow 0$ as $t \rightarrow \infty$. Hence, for $t \geq T$, we have

$$
\begin{aligned}
& \int_{t}^{\infty} h(u, r) d u \\
& \quad<\frac{\epsilon \sin \delta}{\pi-\delta} r \int_{0}^{\infty} \frac{d u}{(u-r \cos \delta)^{2}+r^{2} \sin ^{2} \delta}=\epsilon
\end{aligned}
$$

[^64]independently of $r$. The conditions of Theorem A are therefore satisfied and the result follows.

An alternative proof ${ }^{7}$ using Theorem B requires the transformation $t=r u$. Then

$$
\begin{aligned}
& r \int_{1}^{\infty} \frac{|\psi(t)| d t}{(t-r \cos \delta)^{2}+r^{2} \sin ^{2} \delta} \\
&=\int_{0}^{\infty} \frac{\chi_{[1 / r, \infty]}(u)|\psi(r u)| d u}{(u-\cos \delta)^{2}+\sin ^{2} \delta}
\end{aligned}
$$

where $\chi_{[1 / r, \infty]}(u)$ is the characteristic function of the interval $[1 / r, \infty]$. Now with

$$
\begin{gathered}
h(u, r)=\frac{\chi_{[1 / r, \infty)}(u)|\psi(r u)|}{(u-\cos \delta)^{2}+\sin ^{2} \delta} \quad(u \geq 0, r \geq 1 \text { say }), \\
M(u)=M /\left[(u-\cos \delta)^{2}+\sin ^{2} \delta\right]
\end{gathered}
$$

where $M=\max \{|\psi(t)|: t \geq 1\}$, the conditions of Theorem B are satisfied, since, for each $u>0, \psi(r u)$ [and therefore $h(u, r)] \rightarrow 0$ as $r \rightarrow \infty$, and clearly $M(u)$ belongs to $L([0, \infty])$. Hence the result.

Corollary: Let the limit $\int^{\rightarrow \infty} g(t) d t$ exist. Then

$$
z f(z) \rightarrow \int_{-0}^{\rightarrow \infty} g(t) d t,
$$

as $|z| \rightarrow \infty$ in any direction for which $\operatorname{Arg} z \neq \pi$, and uniformly for $z$ in $S_{\delta}$ as $|z| \rightarrow \infty$.

Proof.

$$
z f(z)-\int_{\rightarrow 0}^{\rightarrow \infty} g(t) d t=-\int_{\rightarrow 0}^{\rightarrow \infty} \frac{t g(t) d t}{t+z} .
$$

Apply Theorem 1 to the Stieltjes transform on the right side.

Theorem 2: Let either of the following conditions hold:
(i) the limit $\int^{+\infty} \frac{g(x) d x}{x^{1-\alpha}}$ exists;
(ii) $x^{\alpha} g(x) \rightarrow 0$ as $x \rightarrow \infty$,
where $0<\alpha<1$. Then $z^{\alpha} f(z) \rightarrow 0$, as $|z| \rightarrow \infty$ in any direction for which $\operatorname{Arg} z \neq \pi$, and uniformly for $z$ in $S_{\delta}$ as $|z| \rightarrow \infty$.
[Notes: (1) The alternative conditions above are not comparable. For, if $x^{\alpha} g(x)=\sin x$, then

$$
\int^{\rightarrow \infty} \frac{g(x) d x}{x^{1-\alpha}}
$$

exists, but $x^{\alpha} g(x) \rightarrow 0$ as $x \rightarrow \infty$. On the other hand,

[^65]if $x^{\alpha} g(x)=(\ln x)^{-1}$, then
$$
\int^{-\infty} \frac{g(x) d x}{x^{1-\alpha}}
$$
does not exist, but $x^{\alpha} g(x) \rightarrow 0$ as $x \rightarrow \infty$.
(2) Theorem 1 extends Theorem 2 under condition (i) to the case $\alpha=0$, while the corollary to Theorem 1 extends it to the case $\alpha=1$.]

Proof. The proof amounts to showing that

$$
z^{\alpha+1} \int_{1}^{\infty} \frac{\psi(t) d t}{(t+z)^{2}} \rightarrow 0
$$

under the conditions stated above. We first prove that $x^{\alpha} \psi(x) \rightarrow 0$ as $x \rightarrow \infty$ under each of the conditions (i), (ii) in turn.

To use condition (i), write

$$
\psi(x)=\int_{x}^{\rightarrow \infty} \frac{g(t)}{t^{1-\alpha}} \frac{1}{t^{\alpha}} d t
$$

and apply the second mean value theorem for integrals. (See, for example, Sec. 422 of Hobson. ${ }^{5}$ ) This gives

$$
\int_{x}^{x} \frac{g(t)}{t^{1-\alpha}} \frac{1}{t^{\alpha}} d t=\frac{1}{x^{\alpha}} \int_{x}^{\xi} \frac{g(t) d t}{t^{1-\alpha}}
$$

where $\xi$ is some number, depending on $X$, such that $x \leq \xi \leq X$. Letting $X \rightarrow \infty$ and then $x \rightarrow \infty$, it follows from the existence of the limit

$$
\int^{\rightarrow \infty} \frac{g(t) d t}{t^{1-\alpha}}
$$

that $x^{\alpha} \psi(x) \rightarrow 0$ as $x \rightarrow \infty$. It is obvious that this result holds under condition (ii).

For $z \in S_{\delta}$ and fixed $r \neq 0$, we have
$\left|z^{\alpha+1} \int_{1}^{\infty} \frac{\psi(t) d t}{(t+z)^{2}}\right| \leq r^{\alpha+1} \int_{1}^{\infty} \frac{|\psi(t)| d t}{(t-r \cos \delta)^{2}+r^{2} \sin ^{2} \delta}$.
Again we may apply Theorem A with

$$
\begin{array}{r}
h(t, r)=\frac{r^{\alpha+1}|\psi(t)|}{(t-r \cos \delta)^{2}+r^{2} \sin ^{2} \delta} \\
\\
\quad(t \geq 1, r \geq 1 \text { say }) .
\end{array}
$$

Since $\alpha<1, h(t, r) \rightarrow 0$ as $r \rightarrow \infty$, for each $t \geq 1$. This convergence is uniform in each interval [1,T] with $T>1$ since, for $t \in[1, T]$,

$$
h(t, r) \leq m(T) / r^{1-\alpha} \sin ^{2} \delta
$$

Finally, given $\epsilon>0$, we can find $T$ such that

$$
\left|t^{\alpha} \psi(t)\right|<\frac{\epsilon \sin \delta \sin \alpha \pi}{\pi \sin [\alpha(\pi-\delta)]}
$$

for $t \geq T$. Thus for $t \geq T$, we have

$$
\begin{aligned}
\int_{t}^{\infty} h(u, r) d u & <\frac{\epsilon \sin \delta \sin \alpha \pi}{\pi \sin [\alpha(\pi-\delta)]} r^{\alpha+1} \\
& \times \int_{0}^{\infty} \frac{d u}{u^{\alpha}\left[(u-r \cos \delta)^{2}+r^{2} \sin ^{2} \delta\right]}=\epsilon
\end{aligned}
$$

independently of $r$. The result follows.
To apply Theorem B, put $t=r u$ as before. Then

$$
\begin{aligned}
& r^{\alpha+1} \int_{1}^{\infty} \frac{\psi(t) d t}{(t-r \cos \delta)^{2}+r^{2} \sin ^{2} \delta} \\
&=\int_{0}^{\infty} \frac{\chi_{[1 / r, \infty]}(u)(r u)^{\alpha}|\psi(r u)| d u}{u^{\alpha}\left[(u-\cos \delta)^{2}+\sin ^{2} \delta\right]}
\end{aligned}
$$

With

$$
\begin{aligned}
h(u, r) & =\frac{\chi_{[1 / r, \infty]}(u)(r u)^{\alpha}|\psi(r u)|}{u^{\alpha}\left[(u-\cos \delta)^{2}+\sin ^{2} \delta\right]} \\
& (u \geq 0, r \geq 1 \text { say }) \\
M(u) & =\frac{M}{u^{\alpha}\left[(u-\cos \delta)^{2}+\sin ^{2} \delta\right]}
\end{aligned}
$$

where $M=\max \left\{t^{\alpha}|\psi(t)|: t \geq 1\right\}$, the conditions of Theorem $\mathbf{B}$ are satisfied, since, for each $u>0$, $(r u)^{\alpha} \psi(r u)$ [and therefore $\left.h(u, r)\right] \rightarrow 0$ as $r \rightarrow \infty$, and $M(u)$ belongs to $L([0, \infty])$. This proves the theorem.

Corollary: Let either of the following conditions hold:
(i) the limit $\int^{\rightarrow \infty} \frac{\left(x^{\alpha} g(x)-A\right) d x}{x}$ exists;
(ii) for large $x, g(x) \sim A x^{-\alpha}$,
where $A, \alpha$ are constants and $0<\alpha<1$. Then, for large $|z|$,

$$
f(z) \sim A \pi \csc (\pi \alpha) z^{-\alpha}
$$

for fixed $\operatorname{Arg} z \neq \pi$, and uniformly for $z$ in $S_{\delta}$. (The function $z^{\alpha}$ has its principal value in the complex plane cut along the negative real axis.)

Proof. Put $\left(x^{\alpha} g(x)-A\right)=x^{\alpha} h(x)$. Then the conditions (i), (ii) above are equivalent to the conditions (i), (ii) of Theorem 2 on the function $h(x)$. Now

$$
f(z)=A \int_{\rightarrow 0}^{\rightarrow \infty} \frac{d t}{t^{\alpha}(t+z)}+\int_{\rightarrow 0}^{\rightarrow \infty} \frac{h(t) d t}{t+z}
$$

The first term on the right side is $A \pi \csc (\pi \alpha) z^{-\alpha}$. Applying Theorem 2, we see that

$$
z^{\alpha} \int_{\rightarrow 0}^{+\infty} \frac{h(t) d t}{t+z} \rightarrow 0
$$

as $|z| \rightarrow \infty$ in any direction for which $\operatorname{Arg} z \neq \pi$, and uniformly for $z$ in $S_{\delta}$ as $|z| \rightarrow \infty$. Under these conditions, therefore, $z^{\alpha} f(z) \rightarrow A \pi \csc \pi \alpha$, which is the required result.

Finally we extend Theorem 2 under condition (ii) to $\alpha=1$.

Theorem 3: Let $x g(x) \rightarrow 0$ as $x \rightarrow \infty$. Then $z f(z)$ / $\log z \rightarrow 0$, as $|z| \rightarrow \infty$ in any direction for which $\operatorname{Arg} z \neq \pi$, and uniformly for $z$ in $S_{\delta}$ as $|z| \rightarrow \infty$. (The function $\log z$ denotes the principal value of $\log z$ in the complex plane cut along the negative real axis.)

Proof: It is enough to show that

$$
\frac{z^{2}}{\log z} \int_{1}^{\infty} \frac{\psi(t) d t}{(t+z)^{2}} \rightarrow 0
$$

under the conditions stated. In exactly the same way as in Theorem 2 it follows from the condition on $g(x)$ that $x \psi(x) \rightarrow 0$ as $x \rightarrow \infty$.

For $z \in S_{\delta}$ and fixed $r>1$, we have
$\left|\frac{z^{2}}{\log z} \int_{1}^{\infty} \frac{\psi(t) d t}{(t+z)^{2}}\right|$

$$
\leq \frac{r^{2}}{\log r} \int_{1}^{\infty} \frac{|\psi(t)| d t}{(t-r \cos \delta)^{2}+r^{2} \sin ^{2} \delta}
$$

We apply Theorem A once more, with

$$
\begin{array}{r}
h(t, r)=\frac{r^{2}|\psi(t)|}{\log r\left[(t-r \cos \delta)^{2}+r^{2} \sin ^{2} \delta\right]} \\
\quad(t \geq 1, r \geq 2 \text { say })
\end{array}
$$

Again $h(t, r) \rightarrow 0$ as $r \rightarrow \infty$, for each $t \geq 1$. The convergence is uniform in each interval $[1, T]$ with $T>1$ since, for $t \in[1, T]$,

$$
h(t, r) \leq m(T) / \log r \sin ^{2} \delta
$$

Also, given $\epsilon>0$, we can find $T$ such that $|t \psi(t)|<\frac{1}{2} \epsilon$ for $t \geq T$. Hence, for $t \geq T$, we have

$$
\begin{aligned}
& \int_{t}^{\infty} h(u, r) d u \\
&<\frac{\epsilon}{2} \frac{r^{2}}{\log r} \int_{1}^{\infty} \frac{d t}{t\left[(t-r \cos \delta)^{2}+r^{2} \sin ^{2} \delta\right]} \\
& \leq \epsilon\left[\frac{1}{2}+\frac{1}{2 \log r}\left\{\log \left(1+\frac{1}{r}\right)+\frac{\pi}{\sin \delta}\right)\right]
\end{aligned}
$$

$$
<\epsilon \text { for all sufficiently large } r
$$

The conditions of Theorem $A$ are satisfied and the result follows.

Theorem B cannot be applied in this case, but, by making the transformation $t=r u$ once more, an alternative proof can be found. We need to show that

$$
\frac{1}{\log r} \int_{1 / r}^{\infty} \frac{(r u)|\psi(r u)| d u}{u\left[(u-\cos \delta)^{2}+\sin ^{2} \delta\right]} \rightarrow 0 \quad \text { as } \quad r \rightarrow \infty
$$

Let $M=\max \{t|\psi(t)|: t \geq 1\}$. Since

$$
\begin{aligned}
&\left.\int_{1}^{\infty} \frac{(r u)|\psi(r u)| d u}{u\left[(u-\cos \delta)^{2}+\right.} \sin ^{2} \delta\right] \\
& \leq M \int_{1}^{\infty} \frac{d u}{u\left[(u-\cos \delta)^{2}+\sin ^{2} \delta\right]}
\end{aligned}
$$

a constant, it is sufficient to show that
$\frac{1}{\log r} \int_{1 / r}^{1} \frac{(r u)|\psi(r u)| d u}{u\left[(u-\cos \delta)^{2}+\sin ^{2} \delta\right]} \rightarrow 0 \quad$ as $\quad r \rightarrow \infty$.
Now, given $\epsilon>0$, there exists $T(\geq 1)$ such that $t|\psi(t)|<\frac{1}{2} \epsilon \sin ^{2} \delta$ for $t \geq T$. Thus, for $r>T$,

$$
\begin{aligned}
& \left|\frac{1}{\log r} \int_{1 / r}^{1} \frac{(r u)|\psi(r u)| d u}{u\left[(u-\cos \delta)^{2}+\sin ^{2} \delta\right]}\right| \\
& \quad \leq \frac{1}{\log r \sin ^{2} \delta}\left[M \int_{1 / r}^{T / r} \frac{d u}{u}+\frac{1}{2} \epsilon \sin ^{2} \delta \int_{T / r}^{1} \frac{d u}{u}\right] \\
& \quad=\frac{1}{\log r \sin ^{2} \delta}\left(M \log T+\frac{1}{2} \epsilon \sin ^{2} \delta \log \frac{r}{T}\right) \\
& \quad \leq \epsilon\left(\frac{1}{2}+\frac{M \log T}{\epsilon \sin ^{2} \delta \log r}\right) \\
& \quad<\epsilon \text { for all sufficiently large } r .
\end{aligned}
$$

Corollary: Suppose that, for large $x, g(x) \sim A / x$, where $A$ is a constant. Then, for large $|z|$,

$$
f(z) \sim A \log z / z
$$

for fixed $\operatorname{Arg} z \neq \pi$, and uniformly for $z$ in $S_{\delta}$.
Proof: If we put $(\operatorname{xg}(x)-A)=x h(x)$, the function $h(x)$ satisfies the condition of Theorem 3. Now

$$
\begin{aligned}
f_{1}(z) & =A \int_{1}^{\rightarrow \infty} \frac{d t}{t(t+z)}+\int_{1}^{\rightarrow \infty} \frac{h(t) d t}{t+z} \\
& =\frac{A}{z} \log (1+z)+\int_{1}^{\rightarrow \infty} \frac{h(t) d t}{t+z}
\end{aligned}
$$

Thus

$$
\frac{z f_{1}(z)}{\log z}=A \frac{\log (1+z)}{\log z}+\frac{z}{\log z} \int_{1}^{\rightarrow \infty} \frac{h(t) d t}{t+z} .
$$

Since, from Sec. II,

$$
\frac{z}{\log z} \int_{\rightarrow 0}^{1} \frac{g(t) d t}{t+z} \rightarrow 0
$$

it follows from Theorem 3 that $z f(z) / \log z \rightarrow A$, as $|z| \rightarrow \infty$ in any direction for which $\operatorname{Arg} z \neq \pi$, and uniformly for $z$ in $S_{\delta}$ as $|z| \rightarrow \infty$.

We conclude this section by noting that, if $g(x)=$ $h(x) x^{-p}$, where $p$ is a positive integer and $h(x)$ satisfies the conditions of any of the theorems (or their corollaries) given above, one can apply these results by writing

$$
\begin{array}{r}
f_{1}(z)=\int_{1}^{\rightarrow \infty} \frac{h(t) d t}{t^{p}(t+z)}=\sum_{m=1}^{p}(-1)^{m-1} z^{-m} \int_{1}^{\rightarrow \infty} \frac{h(t) d t}{t^{p-m+1}} \\
+(-1)^{p} z^{-p} \int_{1}^{\rightarrow \infty} \frac{h(t) d t}{t+z}
\end{array}
$$

## IV. BOUNDS ON TRANSFORMS

Our final theorem is due to Lanz and Prosperi ${ }^{1}$; in it a bound on $f(z)$ for large $|z|$ is derived from a bound on $g(x)$ for large $x$.

Theorem 4: Let $|g(x)|<A / x^{\alpha}$ for all $x \geq X(>0)$, where $0<\alpha \leq 1$. Then

$$
\begin{array}{cl}
|f(z)|<C /|z|^{\alpha} & (0<\alpha<1) \\
f(z)<C^{\prime} \log |z| /|z| & (\alpha=1)
\end{array}
$$

for all sufficiently large $|z|$, for fixed $\operatorname{Arg} z \neq \pi$ and uniformly for $z$ in $S_{\delta}$.
[Note: For $\alpha>1, \int^{\rightarrow \infty} g(x) d x$ converges and the corollary to Theorem 1 applies.]
Proof: In each case, write

$$
f(z)=\int_{\rightarrow 0}^{X} \frac{g(t) d t}{t+z}+\int_{X}^{\rightarrow \infty} \frac{g(t) d t}{t+z} .
$$

Just as in Sec. II,

$$
\int_{\rightarrow 0}^{x} \frac{g(t) d t}{t+z} \sim \int_{\rightarrow 0}^{X} \frac{g(t) d t}{z}
$$

for large $|z|$. We need deal, therefore, only with the second integral on the right side.

For $z \in S_{\delta}$ and fixed $r \neq 0$, we have

$$
\begin{aligned}
\left|\int_{X}^{\rightarrow \infty} \frac{g(t) d t}{t+z}\right| & \leq A \int_{X}^{\infty} \frac{d t}{t^{\alpha}\left[(t-r \cos \delta)^{2}+r^{2} \sin ^{2} \delta\right]^{\frac{1}{2}}} \\
& =\frac{A}{r^{\alpha}} \int_{X / r}^{\infty} \frac{d u}{u^{\alpha}\left[(u-\cos \delta)^{2}+\sin ^{2} \delta\right]^{\frac{1}{2}}}
\end{aligned}
$$

For $0<\alpha<1$,
$\left|\int_{X}^{\rightarrow \infty} \frac{g(t) d t}{t+z}\right|<\frac{A}{r^{\alpha}} \int_{0}^{\infty} \frac{d u}{u^{\alpha}\left[(u-\cos \delta)^{2}+\sin ^{2} \delta\right]^{\frac{1}{2}}}$,
which is the required result.
For $\alpha=1$,

$$
\begin{aligned}
& \left|\int_{X}^{\rightarrow \infty} \frac{g(t) d t}{t+z}\right| \\
& \quad \leq \frac{A}{r} \int_{X / r}^{\infty} \frac{d u}{u\left[u^{2}-2 u \cos \delta+1\right]^{\frac{1}{2}}} \\
& \quad=\frac{A}{r} \log \left[\frac{X(1+\cos \delta)}{X \cos \delta-r+\left(X^{2}-2 X r \cos \delta+r^{2}\right)^{\frac{1}{2}}}\right] \\
& \quad=\frac{A \log r}{r}+O\left(\frac{1}{r}\right) \quad \text { for } r \rightarrow \infty \text { as required. }
\end{aligned}
$$
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#### Abstract

Various aspects of the mathematics of the probability distribution $P_{N}\left(S_{x}\right)$ of one component of the square of the radius of gyration of an ideal Brownian chain with $N$ units are presented. A rigorous expression for $P_{y}\left(S_{x}\right)$ in the form of a contour integral is obtained. The resulting integral is written in terms of Tchebichef polynomials. Several rigorous and approximate results are obtained for both the limiting distribution ( $N$ infinite) and for finite $N$.


## I. INTRODUCTION

ASIMPLE and widely used model for the configuration of a large flexible polymer molecule in solution is the Brownian motion model. According to this model the position of the $j$ th unit of the molecule relative to one of the ends is given by the sum of $j$ steps in a Brownian motion, i.e.,

$$
\begin{equation*}
\mathbf{R}_{j}=\mathbf{r}_{1}+\mathbf{r}_{2}+\cdots \mathbf{r}_{j} \tag{1}
\end{equation*}
$$

with the $\mathbf{r}_{j}$ independent, identically distributed random variables. We confine our attention to a chain wherein the probability of the individual step is given by a spherically symmetric Gaussian distribution

$$
\begin{equation*}
P(x, y, z)=\left(2 \pi \sigma^{2}\right)^{-\frac{3}{2}} \exp \left[-\left(x^{2}+y^{2}+z^{2}\right) / 2 \sigma^{2}\right] . \tag{2}
\end{equation*}
$$

Although this is not as realistic as a model in which the steps are confined to the surface of a sphere or restricted to allowed angles, for many purposes the Gaussian model is adequate and it makes the mathematics more tractable.

An important measure of the size of the polymer is its radius of gyration $\mathbf{S}$. The $x$ component is given by ${ }^{1.2}$

$$
\begin{align*}
S_{x} & =N^{-1} \sum_{j=1}^{N}\left(x_{j}-N^{-1} \sum_{k=1}^{N} x_{k}\right)^{2} \\
& =N^{-1} \sum_{j=1}^{N} x_{j}^{2}-N^{-2}\left(\sum_{j=1}^{N} x_{i}\right)^{2}, \tag{3}
\end{align*}
$$

where $x_{j}$ is the $x$ component of $\mathbf{R}_{j}$, the vector from one end of the polymer to the $j$ th unit, and $N$ is the total number of elements in the chain. The probability distribution of $S_{x}, S_{y}$, and $S_{z}$ is of impor-

[^66]tance in the light scattering, adsorption, expansion, and viscosity of polymers, ${ }^{2}$ and there has been a great deal of current work on the calculation of the probability distribution. ${ }^{3-8}$

In this paper we present an extensive discussion of the mathematical properties of the probability distribution function of the radius of gyration $P_{N}\left(S_{x}\right)$. This includes its properties as a function of $N$ for large but finite $N$ as well as calculations relevant to the limit function as $N$ goes to infinity. In the limit the distribution becomes a function of $S_{x} / N \sigma^{2}$ alone. The fact that this is true has the physical significance that the radius of gyration never behaves like a "macroscopic" variable no matter how large $N$ becomes. Its distribution does not become more sharply peaked as the chain grows longer.

The mathematical problem is a quite complicated one. Even for the case $N \rightarrow \infty$, the result, which is obtained as a contour integral, is difficult to evaluate. For $N$ finite, not only does the corresponding contour integral become more complicated, but there is the additional complexity attendant to the presence of yet another variable, $N$. The first paper to treat the problem was by Fixman. ${ }^{3}$ Fixman obtained the limiting distribution for the three-dimensional radius of gyration ( $S_{x}+S_{y}+S_{z}$ ), calculated its moments, and obtained asymptotic approximations. In a series of papers on the problem for finite but large $N$, Forsman and Hughes ${ }^{5,6}$ and Forsman ${ }^{7,8}$ presented the results of extensive investigations of the distribution function with particular emphasis on the function for very

[^67]small values of the radius of gyration, as this is related to the increase in entropy of a polymer when it is deposited on a surface.

We present a wide variety of results, both exact and approximate, relating to the function $P_{N}\left(S_{x}\right)$ and to the limiting distribution function for the radius of gyration divided by $N$ in the limit as $N$ approaches infinity. We obtain an integral expression for $P_{N}\left(S_{x}\right)$ which is exact for all $N$. At no point do we assume $N$ to be large in the derivation. Working from the new form for $P_{N}\left(S_{x}\right)$, we present a broad survey of the mathematical properties of the function. Many of the results we obtain have been presented previously in the aforementioned papers. ${ }^{3-8}$ Much, however, is new.

In Sec. II, we derive the integral expression for $P_{N}\left(S_{x}\right)$. The derivation involves the evaluation of a characteristic determinant, which is performed by a generating function technique. It is shown that the characteristic function of $P_{N}\left(S_{x}\right)$ may be written in terms of the Tchebichef polynomial of order $N-1$.

We have placed all of our exact results on the properties of $P_{N}\left(S_{x}\right)$ for finite $N$ in Sec. III. This
includes a derivation of an expression for $P_{N}\left(S_{x}\right)$ as a sum of real integrals (obtained by deforming the contour to go around the branch cuts of the characteristic function), an exact evaluation of the moments, and a derivation of the form of $P_{N}$ in the limit as $N \rightarrow \infty$.

In Sec. IV, we use the method of saddle points on the finite $N$ integral. We show that a single equation for the saddle point may be used to obtain simple approximations to $P_{N}$ over various ranges of the values of the variable, $S_{x}$.

In Sec. V we obtain a form for $P_{\infty}$ which is suitable for evaluation by quadrature. The results of the numerical integration are presented and compared with the asymptotic results for $P_{\infty}$.

## II. DERIVATION OF CHARACTERISTIC FUNCTION

According to Eq. (2), the probability of an $x$ displacement, $x_{i}-x_{j-1}$, at the $j$ th step is
$P\left(x_{j}-x_{j-1}\right)=\left(2 \pi \sigma^{2}\right)^{-\frac{1}{2}} \exp \left[-\left(x_{j}-x_{j-1}\right)^{2} / 2 \sigma^{2}\right]$.
The distribution of $S_{x}$ is then

$$
\begin{align*}
& P_{N}\left(S_{x}\right)=\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d x_{1} \cdots d x_{N}\left\{\delta\left[S_{x}-\frac{1}{N} \Sigma x_{j}^{2}+\frac{1}{N^{2}}\left(\Sigma x_{j}\right)^{2}\right]\right. \\
& \left.\times \frac{\exp \left[-x_{1}^{2} / 2 \sigma^{2}\right] \exp \left[-\left(x_{2}-x_{1}\right)^{2} / 2 \sigma^{2}\right] \cdots \exp \left[-\left(x_{N}-x_{N-1}\right)^{2} / 2 \sigma^{2}\right]}{\left(2 \pi \sigma^{2}\right)^{N / 2}}\right], \tag{5}
\end{align*}
$$

where $\delta$ is the Dirac delta function. Introducing the Fourier representation of the delta function,

$$
\begin{align*}
P_{N}\left(S_{x}\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \lambda^{\prime} \int_{-\infty}^{\infty} \cdots & \cdots \int_{-\infty}^{\infty} \frac{d x_{1} \cdots d x_{N}}{\left(2 \pi \sigma^{2}\right)^{N / 2}} \\
& \quad \times \exp \left\{i \lambda^{\prime}\left[S_{x}-\frac{1}{N} \Sigma x_{j}^{2}+\frac{1}{N^{2}}\left(\Sigma x_{j}\right)^{2}\right]-\left[x_{1}^{2} / 2 \sigma^{2}\right]-\cdots-\left[\left(x_{N}-x_{N-1}\right)^{2} / 2 \sigma^{2}\right]\right\} . \tag{6}
\end{align*}
$$

The $x$ integrations yield

$$
\begin{align*}
P_{N}\left(S_{x}\right) & =\frac{1}{2 \pi\left(2 \pi \sigma^{2}\right)^{N / 2}} \int_{-\infty}^{\infty} d \lambda^{\prime} e^{i \lambda^{\prime} x} \frac{\pi^{N / 2} \sigma^{N}}{|D|^{\frac{1}{2}}}  \tag{9}\\
& =\frac{1}{2 \pi(2)^{N / 2}} \int_{-\infty}^{\infty} d \lambda^{\prime} \frac{e^{i \lambda^{\prime} x}}{|D|^{\frac{1}{2}}}, \tag{7}
\end{align*}
$$

where $|D|$ is the determinant of the matrix $D$ defined by

$$
\begin{align*}
& D_{k l}=-\left(i \lambda / N^{2}\right)+[1+(i \lambda / N)] \delta_{k l}-\frac{1}{2} \delta_{k N} \delta_{l N} \\
&-\frac{1}{2}\left(\delta_{k, l+1}+\delta_{k, l-1}\right), \tag{8}
\end{align*}
$$

where $\lambda=\sigma^{2} \lambda^{\prime}$ and $\delta_{k l}$ is the Kronecker delta.
We evaluate $|D|$ by a generating function method, and obtain the characteristic polynomial of $D$. In the Appendix we present an alternative method of evaluating $|D|$ by transforming the matrix $D$ to a known form. Let $\left[C_{1}, C_{2}, \cdots, C_{N}\right.$ ] be an eigenvector
of $D$ with eigenvalue $\mu$, i.e.,

$$
\sum_{l=1}^{N} D_{k l} C_{l}=\mu C_{k} \quad(k=1, \cdots, N)
$$

We define the generating function $f(x)$ by

$$
\begin{equation*}
f(x)=\sum_{j=1}^{N} C_{j} x^{j} . \tag{10}
\end{equation*}
$$

Multiplying Eq. (9) by $x^{k}$ and summing over $k$, one obtains with Eq. (8),
$f(x)$
$=\frac{-\frac{i \lambda 2 x}{N^{2}}\left(\sum_{j=1}^{N} C_{j}\right)\left(\sum_{j=1}^{N} x^{j}\right)-C_{N} x^{N+1}+C_{N} x^{N+2}+C_{1} x}{x^{2}-2 x[1+(i \lambda / N)-\mu]+1}$.

For $x=1$, the above equation yields

$$
\begin{equation*}
C_{1}=2 \mu \sum_{j=1}^{N} C_{j} . \tag{12}
\end{equation*}
$$

As the normalization of the eigenvectors is arbitrary, for simplicity we choose $\sum_{j=1}^{N} C_{j}=1$. Then $C_{1}=2 \mu$, and Eq. (11) becomes

$$
\begin{equation*}
f(x)=\frac{-\frac{2 i \lambda}{N^{2}} x \sum_{j=1}^{N} x^{j}-C_{N} x^{N+1}+C_{N} x^{N+2}+2 \mu x}{x^{2}-2 x t+1} \tag{13}
\end{equation*}
$$

where $t=1+(i \lambda / N)-\mu$. We now make use of the fact that $\left(x^{2}-2 x t+1\right)^{-1}$ is the generating function for Tchebichef polynomials of the second kind, $U_{f}(t),{ }^{9}$ i.e.,

$$
\begin{equation*}
\left(x^{2}-2 x t+1\right)^{-1}=\sum_{j=0}^{\infty} U_{j}(t) x^{j} . \tag{14}
\end{equation*}
$$

The Tchebichef polynomials are given by

$$
\begin{equation*}
U_{n}(t)=\sum_{m=0}^{[n / 2]} \frac{(-1)^{m}(n-m)!(2 t)^{n-2 m}}{m!(n-2 m)!}, \tag{15}
\end{equation*}
$$

where [ $n / 2$ ] is $n / 2$ for $n$ even and $(n-1) / 2$ for $n$ odd. Using Eq. (14), we write Eq. (13) as

$$
\begin{align*}
f(x)= & \left\{-\left(2 i \lambda / N^{2}\right) \sum_{j=1}^{N} x^{j+1}-C_{N} x^{N+1}\right. \\
& \left.\quad+C_{N} x^{N+2}+2 \mu x\right\} \sum_{j=0}^{\infty} U_{j}(t) x^{j} \\
= & \sum_{j=1}^{N} C_{j} x^{j} . \tag{16}
\end{align*}
$$

Equating coefficients of $x^{m}$ in Eq. (16), we obtain for $1 \leq m \leq N$

$$
\begin{equation*}
-\left(2 i \lambda / N^{2}\right) \sum_{j=0}^{m-2} U_{j}(t)+2 \mu U_{m-1}(t)=C_{m} \tag{17}
\end{equation*}
$$

Summing the above equation over $m$ from $m=1$ to $N$ and using the normalization condition for the $C_{m}$, $\sum_{m=1}^{N} C_{m}=1$, yields

$$
\begin{align*}
&-1-\left(2 i \lambda / N^{2}\right) \sum_{m=0}^{N-2}(N-1-m) U_{m}(t) \\
&+2 \mu \sum_{m=1}^{N} U_{m-1}(t)=0 . \tag{18}
\end{align*}
$$

Recalling that $t=1+(i \lambda / N)-\mu$, we see that Eq. (18) is an $N$ th degree polynomial in $\mu$ for the $N$ eigenvalues of the matrix $D$ and is proportional to the characteristic polynomial of $D$. If Eq. (18) is then written in the form

$$
\begin{equation*}
\prod_{i=1}^{N}\left(d_{i} \mu-b_{i}\right)=0 \tag{19}
\end{equation*}
$$

[^68]then the eigenvalues of the matrix $D$ are $\mu_{i}=b_{i} / d_{i}$. The determinant of $D$ is
\[

$$
\begin{equation*}
|D|=\prod_{i=1}^{N} \mu_{i}=\prod_{i=1}^{N}\left(b_{i} / d_{i}\right) . \tag{20}
\end{equation*}
$$

\]

The product $\prod_{i=1}^{N} d_{i}$ is the coefficient of $\mu^{N}$ in Eq. (18). Thus, using Eq. (15), we get

$$
\begin{equation*}
\prod_{i=1}^{N} d_{i}=2(-2)^{N-1}=(-1)^{N-1} 2^{N} \tag{21}
\end{equation*}
$$

The product $\prod_{i=1}^{N}\left(-b_{i}\right)$ is the constant in Eq. (18), and is given by

$$
\begin{align*}
\prod_{i=1}^{N}\left(-b_{i}\right)= & -1-\left(2 i \lambda / N^{2}\right) \\
& \times \sum_{m=0}^{N-2}(N-m-1) U_{m}\left(1+\frac{i \lambda}{N}\right) . \tag{22}
\end{align*}
$$

We use the identity

$$
\begin{equation*}
\sum_{m=0}^{N-2}(N-m-1) U_{m}(t)=\left[N-U_{N-1}(t)\right] /[2(1-t)] . \tag{23}
\end{equation*}
$$

One may verify Eq. (23) with the help of the equation ${ }^{9}$

$$
\begin{equation*}
U_{k}(t)=\sin [(k+1) \arccos t] / \sin [\arccos t] . \tag{24}
\end{equation*}
$$

If one then uses the formulas ${ }^{10}$ for $\sum_{k=1}^{N} \sin k \theta$ and $\sum_{k=1}^{N} k \sin k \theta$, one obtains Eq. (23). Substituting from Eq. (23) into Eq. (22), we obtain

$$
\begin{equation*}
\prod_{i=1}^{N}\left(-b_{i}\right)=-\left(\frac{1}{N}\right) U_{N-1}\left(1+\frac{i \lambda}{N}\right) \tag{25}
\end{equation*}
$$

Thus, we find that

$$
\begin{equation*}
|D|=\left(N 2^{N}\right)^{-1} U_{N-1}(1+i \lambda / N) . \tag{26}
\end{equation*}
$$

Thus the distribution of the $x$ component of the radius of gyration is

$$
\begin{equation*}
P_{N}\left(S_{x}\right)=N^{\frac{1}{2}}(2 \pi)^{-1} \int_{-\infty}^{\infty} d \lambda^{\prime} e^{i \lambda^{\prime} S_{x}}\left[U_{N-1}\left(1+\frac{i \lambda^{\prime} \sigma^{2}}{N}\right)\right]^{-\frac{1}{2}} . \tag{27}
\end{equation*}
$$

Using Eq. (24), this may also be written

$$
\begin{equation*}
P_{N}\left(S_{x}\right)=N^{\frac{1}{2}}(2 \pi)^{-1} \int_{-\infty}^{\infty} d \lambda^{\prime} e^{i \lambda^{\prime} S_{x}}\left[\frac{(\sin \theta)}{(\sin N \theta)}\right]^{\frac{1}{2}}, \tag{28}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta=\arccos \left(1+i \lambda^{\prime} \sigma^{2} / N\right) \tag{29}
\end{equation*}
$$

## III. PROPERTIES OF THE DISTRIBUTION FUNCTION, $P_{N}\left(S_{x}\right)$

The distribution function $P_{N}\left(S_{x}\right)$ of the $x$ component of the radius of gyration of an ideal Brownian chain of $N$ steps is given by a complex integral in Eq. (27)

[^69]

Fig. 1. Branch cuts for $\left[U_{N-1}\left(1+i \lambda^{\prime} \sigma^{2} / N\right)\right]^{-\frac{1}{2}}$.
or (28). This section is devoted to a variety of the properties of the finite $N$ solution. In particular we first locate the branch points, specify branch cuts, and obtain a real integral for $P_{N}\left(S_{x}\right)$ by integrating along the branch cuts. We also use the integral to calculate exactly the moments of the distribution. Finally we show how one may obtain an integral for the radius of gyration in the limit as $N$ becomes infinite, i.e.,

$$
\lim _{N \rightarrow \infty} P_{N}\left(\frac{S_{x}}{N}\right) .
$$

## A. Analytic Properties

The integral of Eq. (28) has a branch point at each of the zeros of $\sin N \theta$ except those for which $\sin \theta$, too, is zero. That is, there are branch points at

$$
\begin{equation*}
\theta_{k}=k \pi / N \quad(k=1, \cdots N-1) \tag{30}
\end{equation*}
$$

Therefore, from Eq. (29), the branch points in the $\lambda^{\prime}$ plane are

$$
\begin{equation*}
\lambda_{k}^{\prime}=\left(i N / \sigma^{2}\right)(1-\cos k \pi / N) \tag{31}
\end{equation*}
$$

We see from this equation that values of $k$ other than those specified to the right of Eq. (30) would not yield any additional value of the $\lambda_{k}^{\prime}$. As we see all of the branch points are on the positive imaginary axis. We choose to make branch cuts between $\lambda_{2 j-1}^{\prime}$ and $\lambda_{2 j}^{\prime}$ with $j=1,2, \cdots \frac{1}{2}(N-1)$, for $N$ odd or $j=1,2, \cdots$ $\frac{1}{2}(N-2)$, for $N$ even. For $N$ even, there is an additional branch cut along the imaginary axis from $\lambda_{N-1}^{\prime}$ to infinity. The branch cuts are illustrated in Fig. 1.

The fact that there are no singularities in the lower half-plane means that $P_{N}\left(S_{x}\right)$ is identically zero ${ }^{11}$ for

[^70]$S_{x}$ negative-as, of course, it must be since $S_{x}$ by definition is a positive variable.

## B. Integral Over Branch Cuts

We now obtain an expression for $P_{N}\left(S_{x}\right)$ in terms of definite integrals of real functions. This is done by showing that the integral over the real axis [Eq. (27)] is equal to integrals around the branch cuts in Fig. 1. As illustrated in Fig. 2, to the integral over the real axis we add: (1) the quarter circle of radius $R(R \rightarrow \infty)$ from $(R, 0)$ to $\left(|\epsilon|,\left[R^{2}-\epsilon^{2}\right]^{\frac{1}{2}}\right)\left(|\epsilon| \rightarrow 0\right.$ and $\lambda^{\prime}=$ $x^{\prime}+i y^{\prime}$ ); (2) the line $x^{\prime}=|\epsilon|$ from $R$ to 0 ; (3) the line $y^{\prime}=0$ from $|\epsilon|$ to $-|\epsilon| ;$ (4) the line $x^{\prime}=-|\epsilon|$ from 0 to $R$; (5) the quarter circle of radius $R$ from $\left(-|\epsilon|,\left[R^{2}-\epsilon^{2}\right]^{\frac{1}{2}}\right)$ to $(-R, 0)$. This contour does not enclose any singularities and hence the integral over the total contour vanishes. The integrals over the quarter circles (paths 1 and 5) vanish as $R \rightarrow \infty$, since the real part of the exponent is negative in the upper half plane. ${ }^{11}$

As $\epsilon \rightarrow 0$, the integrals on either side of the positive imaginary axis cancel each other everywhere expect on opposite sides of a branch cut. Recalling that the first branch cut went from branch point $\lambda_{1}^{\prime}$ to $\lambda_{2}^{\prime}$, the second from $\lambda_{3}^{\prime}$ to $\lambda_{4}^{\prime}$, etc., and introducing the definition $\lambda_{N}^{\prime}=i \infty$ for $N$ even, we have

$$
\begin{align*}
P_{N}\left(S_{x}\right)= & \frac{N^{\frac{1}{2}}}{2 \pi} \lim _{\epsilon \rightarrow 0} \sum_{j=1}^{[N / 2]}\left\{\int_{|\epsilon|+\lambda^{\prime} \lambda^{2}-1}^{|\epsilon|+\lambda^{\prime} 2 j} d \lambda^{\prime} e^{i \lambda^{\prime} S_{x}}\left[\frac{(\sin \theta)}{(\sin N \theta)}\right]^{\frac{1}{2}}\right. \\
& \left.-\int_{-|\epsilon|+\lambda^{\prime} 2 j-1}^{-|\epsilon|+\lambda^{\prime} 2 j} d \lambda^{\prime} e^{i \lambda^{\prime} S_{x}}\left[\frac{(\sin \theta)}{(\sin N \theta)}\right]^{\frac{1}{2}}\right\}, \tag{32}
\end{align*}
$$

where $[N / 2]$ is the greatest integer $\leq(N / 2)$.
In order to understand the behavior of the integrand near the branch points, it is convenient to write

$$
\begin{align*}
{\left[\frac{\sin \theta}{\sin N \theta}\right]^{\frac{1}{2}} } & =\left[U_{N-1}\left(1+\frac{i \lambda^{\prime} \sigma^{2}}{N}\right)\right]^{-\frac{1}{2}} \\
& =\left\{\left(\frac{2 \sigma^{2}}{N}\right)^{N-1} \prod_{k=1}^{N-1}\left[i\left(\lambda^{\prime}-\lambda_{k}^{\prime}\right)\right]\right\}^{-\frac{1}{2}} \tag{33}
\end{align*}
$$

Here, the last equality is obtained from the fact that


Fig. 2. Contour used in evaluating the integral of Eq. (27).
the $\lambda_{k}^{\prime \prime}$ s are the roots of the Tchebichef polynomial, and that the coefficient of $\lambda^{\prime(N-1)}$ in $U_{N-1}$ is $\left(2 i \sigma^{2} / N\right)^{N-1}$. We write $\left(\lambda^{\prime}-\lambda_{k}^{\prime}\right) \equiv \rho_{k} \exp i\left(\phi_{k}^{\prime}\right)$, where, on the visible Riemann sheet, $-\frac{3}{2} \pi<\phi_{k}^{\prime}<\frac{1}{2} \pi$. We further define

$$
\phi_{k}=\frac{\pi}{2}+\phi_{k}^{\prime}, \quad \bar{\rho}=\prod_{k=1}^{N-1} \rho_{k},
$$

and

$$
K_{1}=\left(N / 2 \sigma^{2}\right)^{\frac{1}{2}(N-1)} .
$$

Thus

$$
\begin{equation*}
\left[\frac{\sin \theta}{\sin N \theta}\right]^{\frac{1}{2}}=K_{1}\left\{\bar{\rho} \exp \left[i \sum_{k=1}^{N-1} \phi_{k}\right]\right\}^{-\frac{1}{2}} . \tag{34}
\end{equation*}
$$

This expression is convenient for examining the behavior of $[\sin \theta / \sin N \theta]^{\frac{1}{d}}$. The positive square root must be taken, as, at $\lambda^{\prime}=0$, the result must go into that obtained from Eq. (6) with $\lambda^{\prime}=0$, and this, of course, is positive. Thus,

$$
\begin{equation*}
\left[\frac{\sin \theta}{\sin N \theta}\right]^{\frac{1}{2}}=K_{1}\left|\bar{\rho}^{-\frac{1}{2}}\right| \exp \left[-\frac{i}{2} \sum_{k=1}^{N-1} \phi_{k}\right] . \tag{35}
\end{equation*}
$$

As we move upward along the imaginary axis with $\operatorname{Re} \lambda^{\prime}>0, \phi_{k} \rightarrow 0$ or $\pi$ depending on whether we are below or above $\lambda_{k}^{\prime}$, respectively. For $\operatorname{Re} \lambda^{\prime}<0$, $\phi_{k} \rightarrow 0$ or $(-\pi)$ depending on whether $\operatorname{Im}\left(\lambda^{\prime}\right)$ is less than or greater than $\operatorname{Im}\left(\lambda_{k}^{\prime}\right)$, respectively. Since the integrals in Eq. (32) are evaluated between $\lambda_{2 j-1}^{\prime}$ and $\lambda_{2 j}^{\prime}$, we see that the argument of $[\sin \theta / \sin N \theta]^{\frac{1}{2}}$ is $\exp \left[-\frac{1}{2} i \pi(2 j-1)\right]=i(-1)^{j}$ for $\operatorname{Re} \lambda^{\prime}>0$, and is $\exp \left[+\frac{1}{2} i \pi(2 j-1)\right]=-i(-1)^{j}$ for $\operatorname{Re} \lambda^{\prime}<0$. Thus the integrands are of different sign on the two sides of the branch cut. We further see that because of the $(-1)^{j}$ factor the integrands alternate in sign on neighboring branch cuts. Since $[\sin \theta / \sin N \theta$ ] is real along the imaginary axis, we directly obtain
$P_{N}\left(S_{x}\right)=N^{\frac{1}{2}} \pi^{-1} \sum_{j=1}^{[N / 2]} i(-1)^{j} \int_{\lambda^{\prime} z_{j-1}}^{\lambda^{\prime}{ }_{2 j}} d \lambda^{\prime} e^{i \lambda^{\prime} S_{x}}\left|\left[\frac{\sin \theta}{\sin N \theta}\right]^{\frac{1}{2}}\right|$.

Upon making the substitution $\gamma=-(2 j-1) \pi+$ $N \times \arccos \left(1+i \lambda^{\prime} \sigma^{2} / N\right)$, the above integral can be written as

$$
\begin{align*}
P_{N}\left(S_{x}\right)= & N^{\frac{1}{2}} \pi^{-1} \sigma^{-2} \\
& \times \sum_{j=1}^{[N / 2]}(-1)^{j+1} \int_{0}^{\pi} d \gamma\left\{\operatorname { e x p } \left[-\left(N S_{x} / \sigma^{2}\right)\right.\right. \\
& \times\{1-\cos [(\gamma / N)+(2 j-1)(\pi / N)]\}] \\
& \left.\times[\sin \{(\gamma / N)+(2 j-1)(\pi / N)\}]^{\frac{3}{2}}[\sin \gamma]^{-\frac{1}{2}}\right\} . \tag{37}
\end{align*}
$$

Thus, the problem of finding $P_{N}\left(S_{x}\right)$ for all values of $N$ is reduced to that of evaluating a sum of integrals with real integrands, which is amenable to numerical computation.

In addition, Eq. (37) can be used to find an approximation to $P_{N}\left(S_{x}\right)$ for large $S_{x}$. For $S_{x}$ large, the $j=1$ term in the sum dominates the series. Assuming $(2 \pi / N) \ll 1$ we have

$$
\begin{align*}
& P_{N}\left(S_{x}\right)=N^{-1} \pi^{-1} \sigma^{-2} \\
& \quad \times \int_{0}^{\pi} d \gamma \exp \left[\left(-\frac{1}{2} S_{x} / N \sigma^{2}\right)(\gamma+\pi)^{2}\right](\gamma+\pi)^{\frac{3}{2}}(\sin \gamma)^{-\frac{1}{2}}, \tag{38}
\end{align*}
$$

or, in terms of $y=S_{x} / N \sigma^{2}$,

$$
\begin{equation*}
P_{N}(y)=\pi^{-1} \int_{0}^{\pi} d \gamma \exp \left[-\frac{1}{2} y(\pi+\gamma)^{2}\right](\pi+\gamma)^{\frac{3}{2}}(\sin \gamma)^{-\frac{1}{2}} \tag{39}
\end{equation*}
$$

For large $y$, the only significant contribution to the integral occurs near $\gamma=0$. The above integral can then be written
$P_{N}(y)=\pi^{\frac{1}{2}} \exp \left(-\frac{1}{2} \pi^{2} y\right) \int_{0}^{\infty} d \gamma \gamma^{-\frac{1}{2}} \exp (-y \pi \gamma)$,
where we have replaced the upper limit by infinity. Evaluation of the above integral yields

$$
\begin{equation*}
P_{N}(y)=(\pi / y)^{\frac{1}{2}} \exp \left(-\frac{1}{2} \pi^{2} y\right) \tag{41}
\end{equation*}
$$

This is in agreement with the result stated by Forsman. ${ }^{12}$

## C. Exact Moments

We can obtain the moments of $P_{N}\left(S_{x}\right)$ from Eq. (27). Defining the $m$ th moment,

$$
\begin{equation*}
\alpha_{m}=\int_{-\infty}^{\infty} S_{x}^{m} P_{N}\left(S_{x}\right) d S_{x}, \tag{42}
\end{equation*}
$$

we find

$$
\begin{equation*}
\alpha_{m}=\left.(-1)^{m} N^{\frac{1}{2}}\left(\frac{\sigma^{2}}{N}\right)^{m} \frac{d^{m}}{d y^{m}}\left\{\left[U_{N-1}(y)\right]^{-\frac{1}{2}}\right\}\right|_{y=1} . \tag{43}
\end{equation*}
$$

Using the fact that the derivatives of the Tchebichef polynomials are Gegenbauer polynomials one obtains ${ }^{13}$

$$
\begin{equation*}
\left.\frac{d^{m} U_{N-1}(y)}{d y^{m}}\right|_{y=1}=\frac{2^{m}(N+m)!m!}{[N-(m+1)]!(2 m+1)!} \tag{44}
\end{equation*}
$$

As $U_{N-1}(1)=N$, one may readily evaluate the moments. The first four are seen to be

$$
\begin{align*}
& \alpha_{1}=\frac{1}{6} N \sigma^{2}\left[1-\frac{1}{N^{2}}\right], \\
& \alpha_{2}=\frac{1}{20} N^{2} \sigma^{4}\left[1-\frac{1}{N^{4}}\right], \\
& \alpha_{3}=\frac{1}{2520} N^{3} \sigma^{6}\left[61+\frac{63}{N^{2}}-\frac{21}{N^{4}}-\frac{103}{N^{6}}\right], \\
& \alpha_{4}=\frac{1}{75600} N^{4} \sigma^{8}\left[1261+\frac{2440}{N^{2}}\right. \\
& \left.+\frac{1638}{N^{4}}-\frac{1240}{N^{6}}-\frac{4099}{N^{8}}\right] \text {. } \tag{45}
\end{align*}
$$

[^71]
## D. Limiting Distribution as $N \rightarrow \infty$

We now consider the distribution function in the limit $N \rightarrow \infty$. For this case it is not difficult to verify that the part of the integral in Eq. (27) which does not go to zero as $N \rightarrow \infty$ corresponds to $\lambda^{\prime} \sigma^{2} / N \ll 1$. We then have $\theta=i\left[2 i \lambda^{\prime} \sigma^{2} / N\right]^{\frac{1}{2}}$ and $\sin \theta=\theta$. Letting $s=N \sigma^{2} \lambda^{\prime}$, we obtain from Eq. (28)

$$
\begin{align*}
& P_{\infty}\left(S_{x}\right)=\left(2 \pi N \sigma^{2}\right)^{-1} \int_{-\infty}^{\infty} d s \exp \\
& \times\left[\frac{i S_{x} s}{N \sigma^{2}}\right]  \tag{46}\\
& \times\left[\frac{\left[\sinh (2 i s)^{\frac{1}{2}}\right]}{(2 i s)^{\frac{1}{2}}}\right\}^{-\frac{1}{2}} .
\end{align*}
$$

Defining $y=S_{x} / N \sigma^{2}$, we write Eq. (46) as

$$
\begin{equation*}
P_{\infty}(y)=(2 \pi)^{-1} \int_{-\infty}^{\infty} d s e^{i v s}\left\{\frac{\left[\sinh (2 i s)^{\frac{1}{2}}\right]}{(2 i s)^{\frac{1}{2}}}\right\}^{-\frac{1}{2}} . \tag{47}
\end{equation*}
$$

We note that the limiting distribution is only a function of $S_{x} / N \sigma^{2}{ }^{14}$ Equation (47) is the one-dimensional analog of the result obtained by Fixman. ${ }^{3}$ In Sec. V, we evaluate this integral numerically to obtain $P_{\infty}(y)$.

## IV. SADDLE POINT METHOD

In this section we show how the integral for $P_{N}\left(S_{x}\right)$, as given in Eq. (27), may be evaluated approximately by the method of steepest descent. We see that the saddle point $a_{0}$ is always on the imaginary axis, running from $a_{0}=-i \infty$ for $S_{x}=0$ to the bottom of the first branch point, $a_{0}=i\left(N / \sigma^{2}\right)(1-\cos \pi / N)$ for $S_{x}=\infty$. That is, for all values of the radius of gyration $S_{x}$, there is a saddle point on the imaginary axis below the lowest branch point. Thus the contour of integration along the real axis may always be displaced to go through the saddle point, without the contour crossing any singularities. The approximation yields

$$
\begin{equation*}
P_{N}\left(S_{x}\right)=\exp \left[g\left(a_{0}\right)\right]\left[-2 \pi / g^{\prime \prime}\left(a_{0}\right)\right]^{\frac{1}{2}} \tag{48}
\end{equation*}
$$

where

$$
\begin{align*}
g(\lambda)=\ln \left(N^{\frac{1}{2}} / 2 \pi\right) & +i \lambda^{\prime} S_{x} \\
& +\frac{1}{2} \ln (\sin \theta)-\frac{1}{2} \ln (\sin N \theta) \tag{49}
\end{align*}
$$

and the equation for the saddle point, $\partial g / \partial \lambda^{\prime}=0$, is

$$
\begin{equation*}
y=\frac{1}{2} N^{-2} \csc \theta_{a}\left[\cot \theta_{a}-N \cot N \theta_{a}\right], \tag{50}
\end{equation*}
$$

where $\theta_{a}=\arccos \left(1+i a_{0} \sigma^{2} / N\right)$. Differentiating, we obtain
$g^{\prime \prime}\left(a_{0}\right)=\left(\sigma^{4} / 2 N^{2}\right) \csc ^{2} \theta_{a}\left[\csc ^{2} \theta_{a}+\cot ^{2} \theta_{a}\right.$

$$
\begin{equation*}
\left.-N \cot \theta_{a} \cot N \theta_{a}-N^{2} \csc ^{2} N \theta_{a}\right] \tag{51}
\end{equation*}
$$

[^72]Table I. Position of saddle point for $y=\left(S_{x} / N \sigma^{2}\right)=\infty, \frac{1}{8}$, and 0.

| $\theta_{a}$ | $y$ | $\lambda^{\prime}$ |
| :---: | :---: | :---: |
| $(\pi / N)$ | $\infty$ | $\frac{i N}{\sigma}\left(1-\cos \frac{\pi}{N}\right)^{2}$ |
| 0 | $\frac{1}{6}(=\bar{y})$ | 0 |
| $i \infty$ | 0 | $-i \infty$ |

a First branch point in $\lambda^{\prime}$ plane.
It is also convenient to define $\beta_{a}=-i \theta_{a}$, in terms of which Eq. (50) becomes

$$
\begin{equation*}
y=-\frac{1}{2} N^{-2} \operatorname{csch} \beta_{a}\left[\operatorname{coth} \beta_{a}-N \operatorname{coth} N \beta_{a}\right] . \tag{52}
\end{equation*}
$$

A study of Eqs. (50) and (52) shows that there is a solution such that $a_{0}$ lies on the imaginary axis beneath the first branch point for any value of $y$. In the limit $y \rightarrow \infty, a_{0}$ approaches the first branch point, i.e., $a_{0} \rightarrow\left(i N / \sigma^{2}\right)[1-\cos (\pi / N)]$ and $\theta_{a}$ tends to $(\pi / N)$. As $y$ decreases, $\theta_{a}$ decreases and $a_{0}$ moves down the imaginary axis. At $y=\frac{1}{6}$ (the mean value of $y$ ), $\theta_{a}=a_{0}=0$. For $y<\frac{1}{6}, a_{0}$ lies on the negative imaginary axis while $\theta_{a}$ is now on the positive imaginary axis. As $y$ becomes smaller, $a_{0}$ and $\theta_{a}$ move further from the origin. In the limit $y \rightarrow 0, a_{0}$ approaches ( $-i \infty$ ) and $\theta_{a}$ approaches ( $i \infty$ ). The values of $y$ for $\theta_{a}=(\pi / N), 0$, and $(i \infty)$ are given in Table I along with the corresponding values of $a_{0}$. We can obtain simple approximate expressions for the solutions of Eq. (50) and (52) for three ranges of $y$, viz., (i) $2 \pi y \gg 1$; (ii) $y \cong \frac{1}{6}$; and (iii) $y \ll \frac{1}{2}$. Whenever $\theta_{a} \ll 1$, which holds for case (ii) and also for case (i) when $N \gg 1$, then, as discussed in Sec. III, the expression for $P_{N}(y)$ reduces to $P_{\infty}(y)$, and our treatment is simply the one dimensional analog of Fixman's three-dimensional results. However, for case (iii) (small $y$ ), we obtain a more general result than has previously been derived.

Case (i) $2 \pi y \gg 1$
We have

$$
\begin{align*}
& \theta_{a} \cong(\pi / N)-\left(\sigma^{2} / 2 \pi S_{x}\right) \\
& a_{0} \cong i\left(\pi^{2} / 2 N \sigma^{2}\right)\left[1-1 / \pi^{2} y\right]  \tag{53}\\
& g^{\prime \prime}\left(a_{0}\right) \cong-2\left(y N \sigma^{2}\right)^{2} \\
& P(y) \cong(\pi e / 2 y)^{\frac{1}{2}} \exp \left(-\frac{1}{2} \pi^{2} y\right)
\end{align*}
$$

This differs only by the factor $(e / 2)^{\frac{1}{2}}$ from the result obtained in Sec. III [Eq. (41)].

## Case (ii) $y \cong \frac{1}{8}$

In this region we obtain an approximate expression for the distribution near its mean. For the approximation to the solution of Eq. (50) [or Eq. (52)] to be
valid, we must have $N \theta_{a} \ll 1\left(\theta_{a}=0\right.$ corresponds to $y=\frac{1}{6}$ ). In terms of the region of validity for $y$, this inequality is

$$
\left[90\left(y-\frac{1}{6}\right)\right]^{\frac{1}{2}} \ll 1
$$

In this region we have

$$
\begin{gather*}
a_{0} \cong\left(i N \theta_{a}^{2} / 2 \sigma^{2}\right) \\
g^{\prime \prime}\left(a_{0}\right) \cong-\left(N^{2} \sigma^{4} / 45\right)[1+(20 / 7)(6 y-1)] \tag{54}
\end{gather*}
$$

and

$$
P(y) \cong(45 / 2 \pi)^{\frac{1}{2}}\left[1-(60 / 7)\left(y-\frac{1}{6}\right)\right] .
$$

It is seen in the last section, where we present the results of a numerical integration for $P(y)$, that Eq. (54) is indeed in excellent agreement with the computed function.

Case (iii) $y \ll \frac{1}{6}$
Here we obtain an approximation to $P(y)$ in the region where $y$ is much less than its mean value. In terms of the equation relating the value of $y$ to the saddle point, Eq. (52), we can obtain a simple result as long as

$$
\begin{equation*}
\operatorname{coth} \beta \ll N \tag{55}
\end{equation*}
$$

Then Eq. (52) becomes

$$
\begin{equation*}
N y \cong \frac{1}{2} \operatorname{csch} \beta_{a} \tag{56}
\end{equation*}
$$

Here we have used the fact that Eq. (55) implies $N \beta \gg 1$. Inserting Eq. (56) into Eq. (55) we see that the range of $y$ over which this approximate form holds is $y \ll \frac{1}{2}$.

We then have the results

$$
\begin{align*}
& a_{0} \cong-i\left(N / \sigma^{2}\right)\left\{\left[1+\left(\sigma^{4} / 4 S_{x}^{2}\right)\right]^{\frac{1}{2}}-1\right\} \\
& g^{\prime \prime}\left(a_{0}\right) \cong-(2 / N)\left(y N \sigma^{2}\right)^{2}\left[1+4 y^{2} N^{2}\right]^{\frac{1}{2}} \tag{57}
\end{align*}
$$

$P(y)$

$$
\xlongequal{\cong} \frac{\exp \left(N^{2} y\left\{-1+\left[1+(2 N y)^{-2}\right]^{\frac{1}{2}}\right\}\right)}{4 \pi^{\frac{1}{2}} y^{2}\left\{1+(2 N y)^{-2}\right\}\left\{(2 N y)^{-2}+\left[1+(2 N y)^{-2}\right]^{\frac{1}{2}}\right\}} .
$$

If $1 / 2 N \ll y \ll \frac{1}{2}$, then Eq. (57) reduces to

$$
\begin{equation*}
P(y) \cong \frac{1}{4} \pi^{-\frac{1}{2}} y^{-2} \exp \left[-(8 y)^{-1}\right] \tag{58}
\end{equation*}
$$

If $y \ll 1 / 2 N$, Eq. (57) becomes

$$
\begin{equation*}
P(y) \cong(N / 8 \pi)^{\frac{1}{2}} y^{-\frac{3}{2}} e^{N / 2}(y N)^{N / 2} \tag{59}
\end{equation*}
$$

From this we see that the single expression for $P(y)$ given in Eq. (57) covers both of the small $y$ cases discussed in Ref. 7 by Forsman.

## V. NUMERICAL EVALUATION OF THE DISTRIBUTION FUNCTION AS $N \rightarrow \infty$

An integral representation of the distribution function $P_{N}(y)$ in the limit $N \rightarrow \infty$ is given by Eq. (47).

In this section, we obtain an integral representation of $P_{\infty}(y)$ with a real integrand and evaluate $P_{\infty}(y)$ numerically. To accomplish this we need to express the quantity $\left\{\left[\sinh (2 i s)^{\frac{1}{2}}\right] /(2 i s)^{\frac{1}{2}}\right\}^{-\frac{1}{2}}$ in terms of its real and imaginary parts. Defining

$$
\begin{align*}
E(s) & =\left\{\left[\sinh (2 i s)^{\frac{1}{2}}\right] /(2 i s)^{\frac{1}{2}}\right\}^{\frac{1}{2}} \\
& =\{A(s)+i B(s)\}^{\frac{1}{2}}, \tag{60}
\end{align*}
$$

where $A(s)$ and $B(s)$ are real, we have

$$
\begin{align*}
& A(s)=\frac{1}{2} s^{-\frac{1}{2}}\left[\cos s^{\frac{1}{2}} \sinh s^{\frac{1}{2}}+\sin s^{\frac{1}{2}} \cosh s^{\frac{1}{2}}\right]  \tag{61a}\\
& B(s)=\frac{1}{2} s^{-\frac{1}{2}}\left[-\cos s^{\frac{1}{2}} \sinh s^{\frac{1}{2}}+\sin s^{\frac{1}{2}} \cosh s^{\frac{1}{2}}\right] . \tag{61b}
\end{align*}
$$

It can be seen that $A(s)$ is even while $B(s)$ is odd. We can then write

$$
\begin{equation*}
E(s)=E_{R}(s)+i E_{I}(s) \tag{62a}
\end{equation*}
$$

where $E_{R}(s)$ and $E_{I}(s)$ are real and may be written

$$
\begin{align*}
E_{R}(s) & =2^{-\frac{1}{2}} S_{R}(s)\left\{A(s)+\left[A^{2}(s)+B^{2}(s)\right]^{\frac{1}{2}}\right\}^{\frac{1}{2}}  \tag{62b}\\
E_{I}(s) & =2^{-\frac{1}{2}} S_{I}(s)\left\{-A(s)+\left[A^{2}(s)+B^{2}(s)\right]^{\frac{1}{2}}\right\}^{\frac{1}{2}} \tag{62c}
\end{align*}
$$

where $S_{R}(s)$ and $S_{I}(s)$ are functions of $s$ and are equal to plus or minus unity. These functions are discussed in the next paragraph. It can be seen that, since $A(s)$ and $B(s)$ are even and odd functions of $s$, respectively, the functions $E_{R}(s)$ and $E_{I}(s)$ are even and odd, respectively. We can now write $P_{\infty}(y)$ as

$$
\begin{align*}
P_{\infty}(y)= & (2 \pi)^{-1} \int_{-\infty}^{\infty} d s e^{i s y}\left\{E_{R}(s)+i E_{I}(s)\right\}^{-1} \\
= & (2 \pi)^{-1} \int_{-\infty}^{\infty} d s\left[E_{R}^{2}+E_{I}^{2}\right]^{-1}\left[E_{R} \cos (s y)\right. \\
& \left.-E_{I} \sin (s y)+i E_{I} \cos (s y)+i E_{R} \sin (s y)\right] . \tag{63}
\end{align*}
$$

Because of the symmetries of $E_{R}(s), E_{I}(s), \sin (s y)$, and $\cos (s y)$, the integrals containing $E_{I} \cos (s y)$ and $E_{R} \sin (s y)$ vanish. Similarly we can change the limits of integration to zero to infinity, obtaining

$$
\begin{align*}
& P_{\infty}(y)=\pi^{-1} \int_{0}^{\infty} d s\left[E_{R}^{2}+E_{I}^{2}\right)^{-1} \\
& \quad \times\left[E_{R} \cos (s y)-E_{I} \sin (s y)\right] . \tag{64}
\end{align*}
$$

Making use of the fact that $P_{\infty}(-|y|)=0$, we have

$$
\begin{equation*}
P_{\infty}(y)=2 \pi^{-1} \int_{0}^{\infty} d s\left[E_{R}^{2}+E_{I}^{2}\right]^{-1} E_{R} \cos (s y) \tag{65}
\end{equation*}
$$

It is necessary to determine the function $S_{R}(s)$ in order to evaluate $P_{\infty}(y)$ as given in Eq. (65). To do this we recall the discussion of Sec. III concerning the branch cuts. Using the nomenclature of Sec. III, we


Fig. 3. The probability distribution $P_{\infty}(y)$ of one component of the square of the radius of gyration.
write $E(s)$ as ${ }^{15}$

$$
\begin{equation*}
E(s)=N^{-\frac{1}{2}}\left[\frac{\sin \theta}{\sin N \theta}\right]^{-\frac{1}{2}}=N^{-\frac{1}{2}} K_{1}^{-1} \bar{\rho}^{\frac{1}{2}} \exp \left[\frac{i}{2} \sum_{k=1}^{N-1} \phi_{k}\right] . \tag{66}
\end{equation*}
$$

Hence we have

$$
\begin{align*}
E_{R} & =\left(\frac{\bar{\rho}}{N K_{1}^{2}}\right)^{\frac{1}{2}} \cos \left[\frac{1}{2} \sum_{k=1}^{N-1} \phi_{k}\right],  \tag{67}\\
E_{I} & =\left(\frac{\bar{\rho}}{N K_{1}^{2}}\right)^{\frac{1}{2}} \sin \left[\frac{1}{2} \sum_{k=1}^{N-1} \phi_{k}\right] . \tag{68}
\end{align*}
$$

When $s$ is near the origin, $\left(\frac{1}{2} \sum_{k=1}^{N-1} \phi_{k}\right) \ll 1$ and $E_{R}$ is positive. It is clear that $E_{R}$ changes sign whenever $\left(\frac{1}{2} \sum_{k=1}^{N-1} \phi_{k}\right)=(2 n+1) \frac{1}{2} \pi ; n=0, \pm 1, \pm 2, \cdots$. At these values $E_{R}=0$ and we can find the values of $s$ at which $\left(\frac{1}{2} \sum_{k=1}^{N-1} \phi_{k}\right)=(2 n+1) \frac{1}{2} \pi$ by setting $E_{R}(s)=$ 0 . This is given by the solution of the equation $\cos \left(s_{n}^{\frac{1}{2}}\right) \sinh \left(s_{n}^{\frac{1}{2}}\right)=\sin \left(s_{n}^{\frac{1}{2}}\right) \cosh \left(s_{n}^{\frac{1}{2}}\right)$ with $\cos \left(s_{n}^{\frac{1}{2}}\right)<$ 0 and $\sin \left(s_{n}^{\frac{1}{2}}\right)<0$. The approximate solution is $\left|s_{n}\right| \cong\{2 \pi n+5 \pi / 4-\exp [-2(2 \pi n+5 \pi / 4)]\}^{2}, n=$ $0,1,2, \cdots$ Thus $E_{R}(s)$ is positive for $0<s<s_{1}$, negative for $s_{1}<s<s_{2}$, positive for $s_{2}<s<s_{3}$, and so on, which specifies the function $S_{R}(s)$ introduced in Eq. (62b).

The integral for $P_{\infty}(y)$ as given in Eq. (65) has been evaluated numerically. The results are shown in Fig. 3.

[^73]The maximum in $P_{\infty}(y)$ occurs at $y=0.060 \pm 0.001$. The zero, first, and second moments were computed from $P_{\infty}(y)$ and agree within $1 \%$ with the exact moments. Numerically, we obtain $P_{\infty}\left(\frac{1}{6}\right) \cong 2.61$ and

$$
d P_{\infty} / d y \underset{\overline{y=f}}{\cong} 23.8
$$

while the saddle point method of Sec. IV gives $P_{\infty}\left(\frac{1}{8}\right)=2.68$ and

$$
d P / d y \underset{y=b}{=} 23.0 .
$$

Forsman and Hughes ${ }^{5}$ have obtained an approximation to $P_{\infty}(y)$ by an iterative procedure. Their results are in reasonable agreement with the results obtained here, e.g., the maximum in $P_{\infty}(y)$ as obtained by Forsman and Hughes occurs at $y=0.066$ and $P_{\infty}(0.066)=5.5$ (estimated from Fig. 1 of their paper) while our maximum is at $y=0.060 \pm 0.001$ with $P_{\infty}(0.060)=6.30$. Equation (58), which was obtained by the saddle point method and which is valid for $y \ll \frac{1}{2}$, predicts a maximum in $P_{\infty}(y)$ at $y=\frac{1}{16}$ with $P_{\infty}\left(\frac{1}{16}\right)=4.9$.
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## APPENDIX

In this appendix, we present another method of finding the determinant of the $(N \times N)$ matrix $D$,

$$
\begin{array}{r}
D_{k l}=-\left(i \lambda / N^{2}\right)+[1+(i \lambda / N)] \delta_{k l}-\frac{1}{2} \delta_{k N} \delta_{l N} \\
 \tag{A1}\\
-\frac{1}{2}\left[\delta_{k, l+1}+\delta_{k, l-1}\right] .
\end{array}
$$

We define the $(N \times N)$ matrices $L$ and $B$ by

$$
\begin{gather*}
L_{k l}=\delta_{k l}-\delta_{k, l+1},  \tag{A2}\\
B_{k l}=\frac{1}{2} \delta_{k l}-\left(i \lambda / N^{2}\right)(k-1)(l-1)+(i \lambda / N) \\
\times[(k-1) S(l-k)+(l-1) S(k-l)], \tag{A3}
\end{gather*}
$$

where

$$
S(x)= \begin{cases}1 ; & x>0  \tag{A4}\\ \frac{1}{2} ; & x=0 \\ 0 ; & x<0\end{cases}
$$

By matrix multiplication, it can be shown that $D=$ $L^{T} B L$. Since $|L|=\left|L^{T}\right|=1$, we have $|D|=|B|$. The
matrix $B$ has the form

$$
B=\left(\begin{array}{cc}
\frac{1}{2} & 0  \tag{A5}\\
0 & A
\end{array}\right)
$$

where the $(N-1)$ by $(N-1)$ matrix $A$ is defined by

$$
A_{k l}=B_{k+1, l+1}
$$

i.e.,

$$
\begin{align*}
& A_{k l}=\frac{1}{2} \delta_{k l}-\left(i \lambda / N^{2}\right) k l+(i \lambda / N) \\
& \times[k S(l-k)+l S(k-l)] \tag{A6}
\end{align*}
$$

and we have $|B|=\frac{1}{2}|A|$.
We next define the $(N-1)$ by $(N-1)$ matrix $C$ by the equation

$$
\begin{equation*}
A=\frac{1}{2} I+\left(i \lambda / N^{2}\right) C \tag{A7}
\end{equation*}
$$

where $I$ is the identity matrix. Thus,

$$
\begin{equation*}
C_{k l}=-k l+N[k S(l-k)+l S(k-l)] . \tag{A8}
\end{equation*}
$$

The inverse of $C$ is given by

$$
\begin{equation*}
\left(C^{-1}\right)_{k l}=(1 / N)\left[2 \delta_{k l}-\delta_{k, l+1}-\delta_{k+1, l}\right] \tag{A9}
\end{equation*}
$$

which can be proved by matrix multiplication. Noting that $A=C\left[\frac{1}{2} C^{-1}+\left(i \lambda / N^{2}\right) I\right]$, we have

$$
|D|=\frac{1}{2}|C|\left|\frac{1}{2} C^{-1}+\frac{i \lambda}{N^{2}} I\right|
$$

or

$$
\begin{equation*}
|D|=\frac{\left|N C^{-1}+(2 i \lambda / N) I\right|}{2^{N}\left|N C^{-1}\right|} \tag{A10}
\end{equation*}
$$

Let $P_{N-1}(x)$ be the $(N-1)$ by $(N-1)$ matrix defined by $\left[P_{N-1}(x)\right]_{k l}=x \delta_{k l}-\delta_{k, l+1}-\delta_{k+1, l}$. It has been shown by Wolstenholme ${ }^{16}$ (see Rutherford ${ }^{17}$ ) that

$$
\begin{equation*}
\left|P_{N-1}(x)\right|=\sin N \theta / \sin \theta=U_{N-1}\left(\frac{1}{2} x\right) \tag{A11}
\end{equation*}
$$

where $\theta=\arccos \left(\frac{1}{2} x\right)$. Combining this result with Eq. (A10), we obtain

$$
\begin{equation*}
|D|=\frac{U_{N-1}(1+i \lambda / N)}{N 2^{N}} \tag{A12}
\end{equation*}
$$

which is the same as Eq. (26).
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#### Abstract

The existence of a Bose-Einstein condensation in an interacting many-boson system at $T=0^{\circ} \mathrm{K}$ is proved under certain conditions on the particle density and the interparticle potential. Starting with the tentative assumption that the condensation exists, we study the fluctuation in the occupation number of the condensate with due regard to its interactions (1) with particles outside the condensate as well as (2) with the fluctuation itself. If the condensate fluctuation has a normalizable ground state, then the assumed existence of the condensation is tenable. For the case of the pair-Hamiltonian model satisfying the conditions for condensation, the interactions of the second category are of no importance. In the limit of infinite volume, this Hamiltonian can be diagonalized in an irreducible representation of a Bose-field operator $\phi(\mathbf{x})$, where $\phi(\mathbf{x})$ has nonvanishing ground state expectation value, in accordance with the usual $c$-number replacement of creation and destruction operators for the condensate particles. The full Hamiltonian for a system of pairwise interacting bosons is studied only in a low-density limit. Bose-Einstein condensation exists when the over-all space integral of the interparticle potential is positive. In this case the interactions of the second category play an important role in ensuring a normalizable ground state for the condensate fluctuation. There is an indication that in the limit of infinite volume the Hamiltonian cannot be diagonalized in any irreducible representation of the field operator $\phi$. Yet the $c$-number replacement of the condensate operators is legitimate as far as states of particles outside the condensate are concerned. Some speculations are made as to what may happen for systems of moderate density.


## I. INTRODUCTION

I$T$ is universally believed that at sufficiently low temperatures a Bose-Einstein (B.E.) condensation occurs in a system of $N \rightarrow \infty$ interacting bosons. ${ }^{1}$ To date no proof has been given to support this belief except for several simplified model systems. ${ }^{2}$ In a classic paper on interacting bosons, Bogoliubov ${ }^{3}$ proposed that one simplify the second-quantized Hamiltonian, so as to take advantage of the assumed B.E. condensation, by replacing $a_{0}^{\dagger}$ and $a_{0}$, the creation and destruction operators for the zeromomentum single-particle state, by a $c$ number $N_{0}^{\frac{1}{2}}$. The quantity $N_{0}$ is the average number of particles occupying this state, and it is supposed to be $O(N)$, of course. Bogoliubov's procedure has been very useful for the purpose of providing a first-principles explanation of some of the low-temperature prop-

[^75]erties of liquid ${ }^{4} \mathrm{He}$. Nevertheless, it is necessary to ascertain the domain of applicability of this otherwise ad hoc procedure. In this regard, an a posteriori verification ${ }^{4-6}$ that $N_{0}=O(N)$ does not establish its legitimacy.

Based on a result ${ }^{7,8}$ from the theory of the representation of canonical commutation relations, one of us (H. E.) ${ }^{8}$ proposed the operator replacement

$$
\begin{equation*}
a_{0}=N_{0}^{\frac{1}{2}}+c \tag{1.1}
\end{equation*}
$$

where the operator $c$ and its adjoint $c^{\dagger}$ satisfy the usual boson commutation relations,

$$
\begin{gather*}
{\left[c, c^{\dagger}\right]=1, \quad[c, c]=\left[c^{\dagger}, c^{\dagger}\right]=0} \\
{\left[c^{(\dagger)}, a_{\mathbf{k}}^{(\dagger)}\right]=0 \quad(\mathbf{k} \neq 0)} \tag{1.2}
\end{gather*}
$$

It is the main subject of this paper to study the usefulness of the replacement (1.1) for the purpose of obtaining an existence criterion for the B.E. condensation.

Two remarks are in order about this operator replacement. First, if we adhered to the usual Fock

[^76]representation ${ }^{9}$ for the operators $a_{\mathbf{k}}^{(\dagger)}$, then any state vector describing B.E. condensation would keep rotating in the Fock space and therefore no convergence could be expected in the volume limit when $N_{0} \rightarrow \infty$. It should be recognized here that the B.E. condensation can be defined only in the volume limit, $N, V \rightarrow \infty, N / V=\rho$ fixed. ${ }^{10}$ Thus we need some replacement for the quantum mechanical variables $a_{0}^{(\dagger)}$. The idea of the replacement (1.1) is to shift the "origin" of $a_{0}^{(\dagger)}$ in accordance with the size $N_{0}$ of the condensate. The new operators $c^{(+)}$describe the fluctuations of the $\mathbf{k}=0$-state occupation number from its average. Underlying (1.1) is the hope that $c^{(\dagger)}$ remain "finite" in the volume limit when $N_{0} \rightarrow \infty$. If unfortunately the condensate of a given system is such that its fluctuations ${ }^{11}$ cannot be described by any finite $c^{(\dagger)}$, then a further change of variables will be needed. The proper choice of the variables will be determined by the Hamiltonian of the system. ${ }^{12}$ Parenthetically we note here that a finite description of the condensate may be achieved in some other ways too. For instance, we may try the variables $P, Q$ defined by $a_{0}=2^{-\frac{1}{2}}\left(N_{0}^{\frac{1}{2}} P-i N_{0}^{-\frac{1}{2}} Q\right)$ and
$$
a_{0}^{\dagger}=2^{-\frac{1}{2}}\left(N_{0}^{\frac{1}{2}} P+i N_{0}^{-\frac{1}{2}} Q\right) ;
$$
they satisfy the commutation relation $[P, Q]=-i$. The number of condensate particles, $a_{0}^{\dagger} a_{0}=\frac{1}{2} N_{0} \times$ ( $P^{2}+N_{0}^{-2} Q^{2}-N_{0}^{-1}$ ), can be $O(N)$ for finite operators $P, Q$.

The second remark concerns the particular features of our choice of variables (1.1). For one thing, the Bogoliubov replacement $a_{0}^{(\dagger)} \rightarrow N_{0}^{\frac{1}{2}}$ is closely related to (1.1). If it can be shown in fact that $c^{(\dagger)}=o\left(N_{0}^{\frac{1}{1}}\right)$ for the condensate of a given system, then the Bogoliubov replacement is justified for the treatment of the system. The notation $c^{(\dagger)}=o\left(N_{0}^{\frac{1}{2}}\right)$ should be understood to mean that the operators $c^{(\dagger)}$ can be treated as if they are quantities of $o\left(N_{0}^{\frac{1}{0}}\right)$. The precise meaning can be given only after we find a Hilbert space appropriate for describing $c^{(\dagger)}$. Another interesting feature of the replacement (1.1) is that it leads to an irreducible representation of boson-field operators if $c^{(\dagger)}=o\left(N_{0}^{\frac{1}{2}}\right)$.

[^77]If we used the representation in terms of the finite operators $P, Q$ defined above, the term $N_{0}^{-\frac{1}{2}} Q$ becomes, in effect, negligible in the volume limit and only the operator $P$ remains relevant, so that $P$ can be treated as a $c$ number. The representation of the boson-field operators becomes a direct sum of representations, each corresponding to a particular value of the $c$ number $P$. The representation is thus reducible in the volume limit.

We now formulate within the context of the operator replacement (1.1) the existence criterion for the B.E. condensation for the special case of $T=0^{\circ} \mathrm{K}$. Let $\overline{\mathscr{H}}$ denote the form of the Hamiltonian which obtains when the operators $a_{0}$ and $a_{0}^{\dagger}$ are replaced in accordance with (1.1). Since we have to use a representation in which the total number of particles is not sharp, we introduce $\mathfrak{H}=\overline{\mathscr{H}}-\mu \mathcal{N}$, where $\mathcal{N}=$ $\sum_{\mathbf{k}} a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}}$ and $\mu$ are the total number operator and the chemical potential, respectively. We call $\mathfrak{H}$, rather than $\overline{\mathcal{H}}$, the Hamiltonian of the system. Since the Hamiltonian $\mathscr{H}$ and therefore its ground state $|\Omega\rangle$ involve two parameters $N_{0}$ and $\mu$, we can impose two subsidiary conditions on the ground state,

$$
\begin{equation*}
\langle\Omega| c|\Omega\rangle=\langle\Omega| c^{\dagger}|\Omega\rangle=0, \tag{1.3}
\end{equation*}
$$

$$
\begin{equation*}
\langle\Omega| \mathcal{N}|\Omega\rangle=N_{0}+\langle\Omega| c^{\dagger} c+\sum_{\mathbf{k}}^{\prime} a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}}|\Omega\rangle=N, \tag{1.4}
\end{equation*}
$$

besides the usual normalization requirement

$$
\begin{equation*}
\langle\Omega \mid \Omega\rangle=1 \tag{1.5}
\end{equation*}
$$

Here and in the following a prime on a summation symbol for momentum states $\mathbf{k}$ means that the $\mathbf{k}=0$ term is to be omitted. Note that if we understand the canonical transformation as providing an analog of the method of small oscillations, then (1.3) should be compared to the equilibrium condition with which we determine the center of oscillation. A B.E. condensation occurs if the number $N_{0}$ determined from (1.3)-(1.5) is in fact macroscopic, $N_{0}=O(N)$. For the purpose of practical calculations, it is actually more convenient to start by assuming that $N_{0}$ is macroscopic. Then one must determine whether or not the Hamiltonian has a bona fide ground state satisfying the restrictions (1.3)-(1.5).

To facilitate such calculations, in Sec. II of this paper we present a modified version of the BornOppenheimer method, ${ }^{13}$ which, as is well known, was originally designed for the treatment of molecular vibrations. Just as Born and Oppenheimer eliminated the electron-nucleus interactions to obtain an effective

[^78]nuclear potential, so we construct an effective Hamiltonian $\Lambda_{n}$ for the condensate fluctuation by solving an "eigenvalue problem" for the particles outside the condensate ( $\mathbf{k} \neq 0$ ). To be specific, let $\mathfrak{S}_{B}$ and $\mathfrak{H}_{C}$ denote the Hilbert spaces appropriate to operators $a_{\mathbf{k}}^{(\dagger)},(\mathbf{k} \neq 0)$, and $c^{(\dagger)}$, respectively. Then $\Lambda_{n}$ is an operator on $\mathfrak{S}_{C}$ such that
\[

$$
\begin{equation*}
\mathfrak{H} \psi_{n}=\psi_{n} \Lambda_{n} \tag{1.6}
\end{equation*}
$$

\]

where $\psi_{n}$ is a vector of $\mathfrak{S}_{B}$ describing the state of the $\mathbf{k} \neq 0$ particles and, at the same time, an operator defined on $\mathfrak{W}_{C}$. In other words, $\psi_{n}$ is a linear combination of vectors of $\mathfrak{H}_{B}$ whose coefficients are functions of the operators $c^{(t)}$. The reason why we call $\Lambda_{n}$ an effective condensate Hamiltonian is that, given the "state" $\psi_{n}$ of the $\mathbf{k} \neq 0$ particles, the spectrum of the associated condensate fluctuation is obtained by solving the eigenvalue problem

$$
\begin{equation*}
\left.\left.\Lambda_{n} \mid \phi_{n a}\right)=E_{n a} \mid \phi_{n a}\right), \tag{1.7}
\end{equation*}
$$

where the $\left.\mid \phi_{n}\right) \in \mathfrak{S}_{C}$ are the state vectors of the condensate. The physical meaning of the eigenvalue $E_{n \alpha}$ can be found by combining (1.6) and (1.7):

$$
\begin{equation*}
\mathfrak{H}|n, \alpha\rangle=E_{n \alpha}|n, \alpha\rangle, \tag{1.8}
\end{equation*}
$$

where

$$
\left.|n, \alpha\rangle=\psi_{n} \mid \phi_{n \alpha}\right) \in \mathfrak{S}_{B} \otimes \mathfrak{G}_{C} .
$$

Thus $E_{n \alpha}$ is the energy eigenvalue of the total system. The differences $E_{n \alpha}-E_{n 0}$ give the excitation energies of the condensate fluctuation. Let us denote the ground state of the total Hamiltonian by $n=\alpha=0$ : $|0,0\rangle=|\Omega\rangle$. As we see in the following sections the condition (1.3) serves to determine the chemical potential ${ }^{14}$ by requiring that $\Lambda_{0}$ has no term linear in $c^{(t)}$. The number $N_{0}$ is then determined by (1.4). If the above program yields a normalizable ground state and if the number $N_{0}$ turns out to be macroscopic as desired, then we can conclude that the boson system undergoes a B.E. condensation.
In Secs. III-VI we study the eigenvalue problem (1.6) and (1.7) for the case of the pair Hamiltonian model, whose thermodynamical properties have been studied by one of us (M. L.). ${ }^{15}$ Then in Sec. VII we try to discuss some challenging problems one meets when one examines the case of the full boson Hamiltonian. Note that the pair Hamiltonian includes only a small subclass of interaction terms included in the latter. Despite several unphysical properties, the

[^79]pair Hamiltonian is interesting because it admits of a complete mathematical analysis.

In Sec. III we begin our study of the pair Hamiltonian by solving (1.6), the first part of our eigenvalue problem. Reasonable solutions can be obtained only when the interparticle potential and the particle density $\rho=N / V$ satisfy certain conditions ( $k \neq 0$ stability conditions), e.g., $v(0)>0$, where $v(\mathbf{k})$ is the potential in the momentum representation. ${ }^{18}$ For the moment we assume that these conditions are satisfied.

In Sec. IV we calculate the effective condensate Hamiltonian $\Lambda_{0}$ by making use of the perturbation formulas presented in Appendix A. The Hamiltonian consists of two parts, a finite part $\Lambda_{0}^{0}$ and an infinitesimal part $\Lambda_{0}^{\prime}$; both are power series in $c^{(\dagger)}$, and the coefficients are $O(1)$ in the former and $o(1)$ in the latter as $N \rightarrow \infty$. In the second-order approximation we obtain

$$
\begin{equation*}
\Lambda_{0}^{0}=W_{0}+f_{0} c^{\dagger} c+\frac{1}{2} h_{0}\left(c c+c^{\dagger} c^{\dagger}\right) \tag{1.9}
\end{equation*}
$$

where $W_{0} / N, f_{0}$, and $h_{0}$ are $c$ numbers of $O(1) .{ }^{17}$ For the present case of the pair Hamiltonian, the use of Green functions shows that there is good reason to believe that this expression for $\Lambda_{0}^{0}$ is asymptotically correct to all orders as $N \rightarrow \infty$. The Hamiltonian (1.9) can be studied more conveniently after the canonical transformation,

$$
\begin{equation*}
p=2^{-\frac{1}{2}}\left(c+c^{\dagger}\right), \quad q=i 2^{-\frac{1}{2}}\left(c-c^{\dagger}\right) \tag{1.10}
\end{equation*}
$$

the new variables satisfy the usual momentumcoordinate commutation relation,

$$
\begin{equation*}
[p, q]=-i . \tag{1.11}
\end{equation*}
$$

Then (1.9) becomes

$$
\begin{equation*}
\Lambda_{0}^{0}=W_{0}-\frac{1}{2} f_{0}+\frac{1}{2}\left(f_{0}+h_{0}\right)\left(p^{2}+\lambda q^{2}\right) \tag{1.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\left(f_{0}-h_{0}\right) /\left(f_{0}+h_{0}\right) . \tag{1.13}
\end{equation*}
$$

It is now clear that $\Lambda_{0}^{0}$ has a normalizable ground state $\left|\phi_{00}\right\rangle$ if and only if

$$
\begin{equation*}
f_{0} \pm h_{0}>0 \tag{1.14}
\end{equation*}
$$

The inequalities (1.14) constitute what we call the $\mathbf{k}=0$ stability conditions. When (1.14) is satisfied, the requirements (1.3) and (1.5) can be satisfied by $|\Omega\rangle=\psi_{0} \mid \phi_{00}$ ). The number $N_{0}$ we get from (1.4) is macroscopic in accord with our presupposition of the B.E. condensation. Further, as desired, the operators

[^80]$c^{(\dagger)}$ are finite in the sense that all matrix elements ${ }^{18}$ $\langle\Omega|\left(c^{\dagger}\right)^{i}(c)^{j}|\Omega\rangle, i, j=0,1,2, \cdots$, are $O(1)$. Thus the Bogoliubov replacement $a_{0}^{(\dagger)} \rightarrow N_{0}^{\frac{1}{2}}$ is valid.
In Secs. V and VI we study the implications of the $\mathbf{k}=0$ - and $\mathbf{k} \neq 0$-stability conditions on the interparticle potential and the particle density $\rho$. In particular, the condition $f_{0}-h_{0}>0$ is found to imply that $\tilde{v}$ must be partially attractive. ${ }^{19,20}$ Thus a potential that is purely repulsive, $\tilde{v}(\mathbf{x})>0$, in coordinate space will lead to a violation of (1.14). For a many-boson system with such a potential, the discussion in Appendix B shows that the operator part $c^{(\dagger)}$ of (1.1) must be comparable in order of magnitude with the $c$ number part $N_{0}^{\frac{1}{0}}$. Two possibilities are therefore open. Either (1) a B.E. condensation occurs in such a system but the operator replacement (1.1) is not useful, or (2) a B.E. condensation, at least of the usual variety, fails to occur in the system. Regarding the latter possibility, we can also show that the assumption of no condensation for such a system is untenable (see Sec. V).

When we turn our attention to the case of the full Hamiltonian in Sec. VII, the situation becomes less clear because we are unable to calculate the effective condensate Hamiltonian in an asymptotically exact fashion. In the low-density limit, where a secondorder perturbation calculation is believed to be meaningful, the finite part $\Lambda_{0}^{0}$ of the condensate Hamiltonian turns out to have the form of (1.9) with the coefficients ${ }^{21} f_{0}+h_{0}=2 \rho_{0} v(0)$, and $f_{0}-h_{0}=0$; the restoring force term in (1.12) vanishes and therefore the operators $c^{(\dagger)}$ cannot remain $O(1)$ as $N \rightarrow \infty$. Vanishing of the restoring force is closely related to the Hugenholtz-Pines theorem ${ }^{5,22}$ and the corresponding result of Gavoret and Nozières, ${ }^{22,23}$ which assert, respectively, that the one- and two-particle excitation energies vanish in the low-momentum limit. Since $c^{(\dagger)}$ may become large, the infinitesimal part $\Lambda_{0}^{\prime}$ of the condensate Hamiltonian will play a significant role. Inclusion of $\Lambda_{0}^{\prime}$ leads to a Hamiltonian $\Lambda_{0}$ of the form a constant times the following:

$$
\begin{array}{r}
\left(c+c^{\dagger}\right)^{2}+2 N_{0}^{-\frac{1}{2}}\left(c^{\dagger} c c+c^{\dagger} c^{\dagger} c\right)+N_{0}^{-1} c^{\dagger} c^{\dagger} c c \\
=\left[\left(a_{0}^{\dagger} a_{0}-N_{0}-\frac{1}{2}\right)^{2}-\frac{1}{4}\right] / N_{0} \tag{1.15}
\end{array}
$$

which is diagonal in the occupation number representation of $a_{0}^{\dagger} a_{0}$. The energy is minimum when

[^81]$a_{0}^{\dagger} a_{0}=N_{0}$ or $N_{0}+1$ so that the system undergoes a B.E. condensation. It is remarkable that $\Lambda_{0}$ is diagonal only in the occupation number representation of $a_{0}^{\dagger} a_{0}$, a representation which is reducible in the volume limit. ${ }^{\text {P }}$ The reducibility is a reflection of the nonconvergence of the state vector, a situation mentioned at the beginning of this section.

Finally, in Sec. VIII we discuss the relevance of our present results to the theory of representations of canonical commutation relations.

## II. MODIFIED BORN-OPPENHEIMER APPROXIMATION

In order to discuss the condensate fluctuation we use a perturbation method which can be regarded as a natural extension of the Born-Oppenheimer approximation. ${ }^{13,24}$ Deferring the presentation of the mathematical details until Appendix A, in this section we discuss the pertinent features of our method.
Suppose we are given a dynamical system which consists of two subsystems $B$ and $C$. The Hamiltonian consists of three parts,

$$
\begin{equation*}
\mathfrak{H}=\mathscr{H}_{B}+\mathscr{H}_{C}+\mathscr{H}_{I}, \tag{2.1}
\end{equation*}
$$

where $\mathscr{H}_{B}$ and $\mathscr{H}_{C}$ are the Hamiltonians of the subsystems and $\mathscr{K}_{I}$ that of their interaction. Under the assumption that the Hamiltonian $\mathscr{H}_{B}$ has been completely diagonalized, our method is designed to give an "effective Hamiltonian" for the system $C$ with due regard to its interaction with the subsystem $B$.

Let the Hilbert spaces appropriate to the subsystems $B$ and $C$ be $\mathfrak{S}_{B}$ and $\mathfrak{H}_{C}$, respectively. The state vector of the entire system then belongs to $\mathfrak{H}_{B} \otimes \mathfrak{S}_{C}$. The diagonalization of the total Hamiltonian is achieved in two steps. First we find $\psi_{n}$ and $\Lambda_{n}$, the former being a vector in $\mathfrak{Y}_{B}$ and at the same time an operator in $\mathfrak{H}_{C}$, and the latter an operator in $\mathfrak{H}_{C}$, such that

$$
\begin{equation*}
\left(\mathscr{H}_{B}+\mathscr{H}_{C}+\mathscr{H}_{I}\right) \psi_{n}=\psi_{n} \Lambda_{n}, \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{n}^{\dagger} \psi_{n}=\mathbf{1} \tag{2.3}
\end{equation*}
$$

where $\mathbf{1}$ is the identity operator in $\mathfrak{H}_{C}$. More precisely, $\psi_{n}$ has the form

$$
\begin{equation*}
\left.\psi_{n}=\sum_{j} \mid u_{j}\right) L_{i}, \tag{2.4}
\end{equation*}
$$

where $\left|u_{j}\right\rangle \in \mathfrak{H}_{B}$ and the coefficients $L_{j}$ of the linear combination belong to the ring of operators in $\mathfrak{H}_{C}$.

[^82]The product in (2.3) means that

$$
\begin{equation*}
\psi_{n}^{\dagger} \psi_{n}=\sum_{i, j}\left(u_{i} \mid u_{j}\right) L_{i}^{\dagger} L_{j} . \tag{2.5}
\end{equation*}
$$

It should be noted here that $\Lambda_{n}$ is a Hermitian operator; in fact, by the isometric property (2.3) of $\psi_{n}$, we see from (2.2) that

$$
\begin{equation*}
\Lambda_{n}=\psi_{n}^{\dagger} \mathcal{H e}_{\psi_{n}} \tag{2.6}
\end{equation*}
$$

the product being understood in the sense of (2.5). We call $\Lambda_{n}$ an effective Hamiltonian for the subsystem C. The second step in the diagonalization of the total Hamiltonian $\mathscr{H}$ is to diagonalize $\Lambda_{n}$ :

$$
\begin{equation*}
\left.\left.\Lambda_{n} \mid \phi_{n u}\right)=E_{n a} \mid \phi_{n \alpha}\right), \tag{2.7}
\end{equation*}
$$

where $\left(\phi_{n a}\right)$ is a normalized eigenvector in $\mathfrak{S}_{C}$,

$$
\begin{equation*}
\left(\phi_{n z} \mid \phi_{n \beta}\right)=\delta_{a \beta}, \tag{2.8}
\end{equation*}
$$

and $E_{n \alpha}$ is a $c$ number eigenvalue. Note carefully that, because $\Lambda_{n}$ stands to the right of $\psi_{n}$ in (2.2),

$$
\begin{equation*}
\left.|n, \alpha\rangle=\psi_{n} \mid \phi_{n \alpha}\right) \quad\left(\in \mathfrak{G}_{B} \otimes \mathfrak{S}_{C}\right) \tag{2.9}
\end{equation*}
$$

is a normalized eigenvector of $\mathscr{H}_{B}$ with eigenvalue $E_{n a}$.
The solution to the system of equations, (2.2) and (2.3), can be obtained at least formally in the framework of our perturbation expansion with respect to the interaction $\mathscr{H}_{I}$. In the zeroth-order approximation in which we ignore $\mathscr{H}_{I}$ completely, the solution is simply given by

$$
\begin{equation*}
\left.\psi_{n}^{(0)}=\ln \right), \quad \Lambda_{n}^{(0)}=W_{n}^{(0)}+\mathscr{H}_{C} \tag{2.10}
\end{equation*}
$$

where $W_{n}^{(0)}$ and $\left.\mid n\right) \in \mathfrak{G}_{B}$ are an eigenvalue and the corresponding eigenvector of $\mathscr{H}_{B}$ :

$$
\begin{equation*}
\left.\left.\mathscr{H}_{B} \mid n\right)=W_{n}^{(0)} \mid n\right) . \tag{2.11}
\end{equation*}
$$

Note that $\psi_{n}^{(0)}$ is just a vector in $\mathfrak{S}_{B}$ and has no operator character. The formulas for the perturbation corrections are obtained in Appendix A on the assumption that the eigenvalue problem (2.11) has been completely solved. It is worth noting that despite its operator character such an eigenvector of (2.2) as $\left.\psi^{\prime}=\mid n\right)+\sum_{j}\left(u_{j}\right) L_{j}$ can be normalized without difficulty when the operator part is small as compared with the zeroth-order $c$ number vector $\mid n$ ); the normalization factor (which is to be multiplied from the right) is obtained in the form of a power series in $L_{j}^{(\dagger)}$.

## III. DIAGONALIZATION OF $\mathscr{K}_{B}$

Consider $N$ identical bosons confined to a cubic box of volume $V$. Then, the "pair Hamiltonian" is
defined by ${ }^{15,25}$

$$
\begin{align*}
\mathcal{J}_{P}=\sum_{\mathbf{k}} & \left(k^{2}-\mu\right) a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}}+(2 V)^{-1} v(0) \\
& \quad \times\left(\sum_{\mathbf{k}} a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}}\right)\left[\left(\sum_{\mathbf{p}} a_{\mathbf{p}}^{\dagger} a_{\mathbf{p}}\right)-1\right] \\
& +(2 V)^{-1} \sum_{\mathbf{k}, \mathbf{p} \mid \neq \pm \mathbf{k})} v(\mathbf{p}-\mathbf{k}) a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}} a_{\mathbf{p}}^{\dagger} a_{\mathbf{p}}  \tag{3.1}\\
& +(2 V)^{-1} \sum_{\mathbf{k}, \mathbf{p}(\neq \mathbf{k})} v(\mathbf{p}-\mathbf{k}) a_{\mathbf{k}}^{\dagger} a_{-\mathbf{k}}^{\dagger} a_{\mathrm{p}} a_{-\mathbf{p}},
\end{align*}
$$

where $v(\mathbf{k})$ is the Fourier transform of the interparticle potential, $a_{\mathbf{k}}$ and $a_{\mathbf{k}}^{\dagger}$ are the usual boson destruction and creation operators, respectively, for plane wave states satisfying periodic boundary conditions with respect to $V$. The quantity $\mu$ is the chemical potential; it is introduced here because we have to use a representation in which the total particle number is not sharp. Our task is to find the ground state of $\mathscr{K}_{P}$ that satisfies the requirements (1.3)-(1.5).

On the basis of the discussion of Sec. I we replace the operators $a_{0}^{(\dagger)}$ by $N_{0}^{\frac{1}{2}}+c^{(\dagger)}$ assuming that the number of $\mathbf{k}=0$ particles is macroscopic, $N_{0}=O(N)$. The density of the condensate $N_{0} / V$ is denoted by $\rho_{0}$. Then we use the method of Sec. II to split $\mathscr{H}_{P}$ into three parts:

$$
\begin{equation*}
\mathscr{H}_{P}=\mathscr{H}_{B}\left(a_{\mathbf{k}(\neq 0)}\right)+\mathscr{H}_{C}(c)+\mathscr{H}_{I}\left(a_{\mathbf{k}(\neq 0)}, c\right), \tag{3.2}
\end{equation*}
$$

where the symbols in the brackets indicate the variables included in each part of the Hamiltonian. It is understood that $a_{\mathbf{k}}, c$ mean $a_{\mathbf{k}}^{(\dagger)}, c^{(\dagger)}$, respectively. Specifically,

$$
\begin{align*}
\mathscr{H}_{I}= & V^{-1} B_{01} \sum_{\mathbf{k}}^{\prime}[v(0)+v(\mathbf{k})] B_{\mathbf{k} 1} \\
& +(2 V)^{-1}\left[B_{02}^{\dagger} \sum_{\mathbf{k}}^{\prime} v(\mathbf{k}) B_{\mathbf{k} 2}+\text { H.c. }\right]-\mathcal{C}_{C}^{R}, \tag{3.3}
\end{align*}
$$

where H.c. stands for Hermitian conjugate, and the renormalization term has the form

$$
\begin{equation*}
\mathfrak{H e}_{C}^{R}=\Delta f_{0} c^{\dagger} c+\frac{1}{2} \Delta h_{0}\left(c c+c^{\dagger} c^{\dagger}\right) . \tag{3.4}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
& B_{01}=a_{0}^{\dagger} a_{0}-N_{0}=c^{\dagger} c+N_{0}^{\frac{1}{2}}\left(c+c^{\dagger}\right), \\
& B_{02}=a_{0} a_{0}-N_{0}=c c+2 N_{0}^{\frac{1}{2}} c  \tag{3.5}\\
& B_{\mathbf{k} 1}=a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}}-\xi_{\mathbf{k}}, \quad(\mathbf{k} \neq 0), \\
& B_{\mathbf{k} 2}=a_{\mathbf{k}} a_{-\mathbf{k}}-\eta_{\mathbf{k}} . \tag{3.6}
\end{align*}
$$

The quantities $\Delta f_{0}, \Delta h_{0}$ and $\xi_{\mathbf{k}}, \eta_{\mathbf{k}}$ are $c$ numbers to be determined later. Further $\mathscr{H e}_{B}$ is given by ${ }^{2 B}$

$$
\begin{equation*}
\mathscr{H}_{B}=\mathscr{H}_{B}^{0}+\mathscr{H}_{B}^{\prime} \tag{3.7}
\end{equation*}
$$

[^83]where
$\mathscr{H}_{B}^{0}=\vec{W}_{0}+\sum_{\mathbf{k}}^{\prime}\left\{[\chi+f(\mathbf{k})] a_{k}^{\dagger} a_{\mathbf{k}}\right.$
\[

$$
\begin{equation*}
\left.+\frac{1}{2} h(\mathbf{k})\left(a_{\mathbf{k}} a_{-\mathbf{k}}+a_{-\mathbf{k}}^{\dagger} a_{\mathbf{k}}^{\dagger}\right)\right\} \tag{3.8}
\end{equation*}
$$

\]

and

$$
\begin{align*}
\mathscr{X}_{B}^{\prime}=(2 V)^{-1} v(0) & \sum_{\mathbf{k}, \mathbf{p}}^{\prime} B_{\mathbf{k} 1}^{\dagger} B_{\mathrm{p} 1} \\
& +(2 V)^{-1} \sum_{\mathbf{k}, \mathrm{p}(\neq \pm \mathbf{k})} v(\mathbf{p}-\mathbf{k}) B_{\mathbf{k} \mathbf{k}}^{\dagger} B_{\mathbf{p} 1} \\
& +(2 V)^{-1} \sum_{\mathbf{k}, \mathbf{p} \neq \mathbf{k})}^{\sum^{\prime} v(\mathbf{p}-\mathbf{k}) B_{\mathbf{k} 2}^{\dagger} B_{\mathrm{p} 2}}, \tag{3.9}
\end{align*}
$$

the symbols here being defined as

$$
\begin{align*}
\bar{W}_{0}= & (2 V)^{-1} v(0) \sum_{\mathbf{k}, \mathbf{p}}^{\prime} \xi_{\mathbf{k}} \xi_{\mathbf{p}}-(2 V)^{-1} \sum_{\mathbf{k}, \mathbf{p}(\neq \pm \mathbf{k})} v(\mathbf{p}-\mathbf{k}) \xi_{\mathbf{k}} \xi_{\mathbf{p}} \\
& -(2 V)^{-1} \sum_{\mathbf{k}, \mathbf{p}(\neq \mathbf{k})}^{\prime} v(\mathbf{p}-\mathbf{k}) \eta_{\mathbf{k}} \eta_{\mathbf{p}}+\left[\frac{1}{2} \rho_{0} v(0)-\mu\right] N_{0}, \tag{3.10}
\end{align*}
$$

$$
f(\mathbf{k})=k^{2}+\rho_{0} v(\mathbf{k})-V^{-1} \sum_{\mathbf{p}}^{\prime} v(\mathbf{p}) \eta_{\mathbf{p}}
$$

$$
\begin{equation*}
+V^{-1} \sum_{\mathbf{p}}^{\prime}[v(\mathbf{p}-\mathbf{k})-v(\mathbf{p})] \xi_{\mathbf{p}} \tag{3.11}
\end{equation*}
$$

$$
\begin{equation*}
h(\mathbf{k})=\rho_{0} v(\mathbf{k})+V^{-1} \sum_{\mathbf{p}} v(\mathbf{p}-\mathbf{k}) \eta_{\mathbf{p}} \tag{3.12}
\end{equation*}
$$

Further, $\mathfrak{H e}_{o}$ is given by

$$
\begin{equation*}
\mathfrak{X}_{C}=\mathfrak{X}_{C}^{0}+\mathfrak{X}_{O}^{\prime}+\mathfrak{H}_{O}^{R}, \tag{3.13}
\end{equation*}
$$

where

$$
\begin{align*}
\mathscr{K}_{C}^{0}+\mathscr{X}_{C}^{R}= & \chi N_{0}^{\frac{1}{0}}\left(c+c^{\dagger}\right) \\
& \quad\left(\chi+f_{0}\right) c^{\dagger} c+\frac{1}{2} h_{0}\left(c c+c^{\dagger} c^{\dagger}\right),  \tag{3.14}\\
\mathscr{X}_{C}^{\prime}= & V^{-1} N_{0}^{\frac{1}{v}} v(0)\left(c^{\dagger} c c+c^{\dagger} c^{\dagger} c\right)+(2 V)^{-1} v(0) c^{\dagger} c^{\dagger} c c \tag{3.15}
\end{align*}
$$

and

$$
\begin{aligned}
\chi=-\mu+\left(\rho_{0}+V^{-1} \sum_{\mathbf{k}}^{\prime} \xi_{k}\right) & v(0) \\
& +V^{-1} \sum_{\mathbf{k}} v(\mathbf{k})\left(\xi_{\mathbf{k}}+\eta_{\mathbf{k}}\right)
\end{aligned}
$$

Finally,

$$
\begin{align*}
& f_{0}=f(0)+\Delta f_{0},  \tag{3.16}\\
& h_{0}=h(0)+\Delta h_{0},
\end{align*}
$$

where $f(0)$ and $h(0)$ are given by (3.11) and (3.12), respectively. It may be seen in the following that the condition (1.3) requires the chemical potential to be such that

$$
\begin{equation*}
\chi=0 . \tag{3.17}
\end{equation*}
$$

At this point we note only that (3.17) removes the term linear in $c^{(\dagger)}$ from $\mathscr{H}_{C}$. Note that this linear term contains the large factor $N_{0}^{\frac{1}{8}}$. We take $\chi=0$ throughout the following calculations.
Now, in order to carry out the diagonalization procedure as presented in the previous sections, we must first solve the eigenvalue problem for $\mathscr{H}_{B}$ and this forms the subject matter of the remainder of this
section. For this purpose we can use a many-body perturbation theory ${ }^{27}$ by taking (3.8) and (3.9) as unperturbed Hamiltonian and perturbation, respectively.

Let us first study the unperturbed Hamiltonian $\mathfrak{J e}_{B}^{0}$. It is convenient to use a new set of variables $\left\{\zeta_{\mathbf{k} \pm}, \pi_{\mathbf{k} \pm}\right\}$ which is obtained by two successive canonical transformations, ${ }^{8}$

$$
\begin{align*}
& q_{\mathrm{k}}=2^{-\frac{1}{2}} i\left(a_{\mathrm{k}}-a_{\mathrm{k}}^{\dagger}\right), \\
& p_{\mathrm{k}}=2^{-\frac{1}{2}}\left(a_{\mathrm{k}}+a_{\mathrm{k}}^{\dagger}\right), \tag{3.18}
\end{align*}
$$

and

$$
\begin{array}{cc}
\zeta_{\mathrm{k}+}=2^{-\frac{1}{k}}\left(q_{\mathrm{k}}+q_{-\mathrm{k}}\right), & \pi_{\mathrm{k}+}=2^{-\frac{1}{2}}\left(p_{\mathrm{k}}+p_{-\mathrm{k}}\right), \\
\zeta_{\mathrm{k}-}=2^{-\frac{1}{2}}\left(p_{\mathrm{k}}-p_{-\mathrm{k}}\right), & \pi_{\mathrm{k}-}=-2^{-\frac{1}{2}}\left(q_{\mathrm{k}}-q_{-\mathrm{k}}\right) .
\end{array}
$$

The new variables satisfy the usual momentumcoordinate commutation relations,

$$
\begin{gathered}
{\left[\pi_{\mathrm{k}+}, \zeta_{\mathrm{k}+}\right]=-i, \quad\left[\zeta_{\mathrm{k}+}, \zeta_{\mathrm{k}-}\right]=0} \\
{\left[\pi_{\mathrm{k}+}, \zeta_{\mathrm{k}-}\right]=0, \text { etc. }}
\end{gathered}
$$

Then $\mathscr{E}_{B}^{0}$ takes on the form of the standard harmonic oscillator Hamiltonian,
$\mathscr{H}_{B}^{\boldsymbol{0}}=-\sum_{\frac{1}{2}[\mathbf{k}]} f(\mathbf{k})$

$$
\begin{equation*}
+\frac{1}{2} \sum_{\frac{k}{[k]}}^{\prime}\left[M_{k}^{-1}\left(\pi_{k+}^{2}+\pi_{k-}^{2}\right)+\lambda_{k}\left(\zeta_{k+}^{2}+\zeta_{k--}^{2}\right)\right] \tag{3.1}
\end{equation*}
$$

where $\frac{1}{2}[k]$ under the summation symbol means that the allowed momenta $k$ should belong to a half-space only, $k_{z}>0$, say. We can now see clearly that $\mathscr{H}_{B}^{0}$ has a normalizable ground state if and only if

$$
\begin{align*}
M_{\mathbf{k}}^{-1} & \equiv f(\mathbf{k})+h(\mathbf{k})>0  \tag{3.20}\\
\lambda_{\mathbf{k}} & \equiv f(\mathbf{k})-h(\mathbf{k})>0 . \tag{3.21}
\end{align*}
$$

These are what we call the $\mathbf{k} \neq 0$-stability conditions. How these conditions restrict the interaction potential $v(\mathbf{k})$ is studied in Sec. VI. For the moment, let us assume that the conditions are satisfied. Under this assumption, $\mathscr{X}_{B}^{0}$ can readily be diagonalized by a Bogoliubov transformation,

$$
\begin{equation*}
a_{\mathbf{k}}=\alpha_{\mathbf{k}} b_{\mathbf{k}}+\beta_{\mathbf{k}} b_{-\mathbf{k}}^{\dagger}, \tag{3.22}
\end{equation*}
$$

where $b_{\mathbf{k}}^{(\dagger)}$ are new boson operators and their commutation relations are secured by requiring the real $c$ number coefficients $\alpha_{k}, \beta_{k}$ to satisfy

$$
\begin{equation*}
\alpha_{k}^{2}-\beta_{k}^{2}=1 \tag{3.23}
\end{equation*}
$$

[^84]If we choose the coefficients such that ${ }^{28}$

$$
\begin{align*}
\alpha_{\mathbf{k}}^{2} & =\frac{1}{2}\{[f(\mathbf{k}) / \epsilon(\mathbf{k})]+1\}, \\
\alpha_{\mathbf{k}} \beta_{\mathbf{k}} & =-\frac{1}{2} h(\mathbf{k}) / \epsilon(\mathbf{k}), \tag{3.24a}
\end{align*}
$$

where

$$
\begin{equation*}
\epsilon(\mathbf{k})=\left[f^{2}(\mathbf{k})-h^{2}(\mathbf{k})\right]^{\frac{1}{2}} \tag{3.24b}
\end{equation*}
$$

then $\mathscr{H}_{B}^{0}$ is diagonalized in the new representation, that is

$$
\begin{equation*}
\mathscr{E}_{B}^{0}=W_{0}+\sum_{\mathbf{k}}^{\prime} \epsilon(\mathbf{k}) b_{\mathbf{k}}^{\dagger} b_{\mathbf{k}} \tag{3.25}
\end{equation*}
$$

The quantity $\epsilon(\mathbf{k})$ is real as a consequence of the assumed $k \neq 0$ stability conditions (3.20) and (3.21). ${ }^{29}$ The ground state is given by the no-particle state $10\}$ of $b_{\mathbf{k}}$,

$$
\begin{equation*}
\left.b_{\mathbf{k}} \mid 0\right\}=0 \quad(\text { all } \mathbf{k} \neq 0) \tag{3.26}
\end{equation*}
$$

and its energy is

$$
\begin{equation*}
W_{0}=\bar{W}_{0}+\frac{1}{2} \sum_{\mathbf{k}}^{\prime}[\epsilon(\mathbf{k})-f(\mathbf{k})] . \tag{3.27}
\end{equation*}
$$

The motivation for the separation (3.7) is that if the $\xi_{k}$ and $\eta_{\mathbf{k}}$ are chosen as

$$
\begin{align*}
& \xi_{\mathbf{k}}=\left\{0\left|a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}}\right| 0\right\}  \tag{3.28}\\
& \eta_{\mathbf{k}}=\left\{0\left|a_{\mathbf{k}} a_{-\mathbf{k}}\right| 0\right\}
\end{align*}
$$

then we can show that in the volume limit the Hamiltonian $\mathscr{H}_{B}$ is essentially equivalent ${ }^{30}$ to $\mathscr{H}_{B}^{0}$ in the following sense: (1) The eigenvalue spectra are identical, and (2) the expectation values of quantities of $O(1)$ with respect to the corresponding eigenstates are equal in the volume limit. The proof of this claim is given in succeeding paragraphs. Using (3.22)-(3.24) the matrix elements in (3.28) are easily found to be

$$
\begin{align*}
& \xi_{\mathbf{k}}=\beta_{\mathbf{k}}^{2}=\frac{1}{2}\{[f(\mathbf{k}) / \epsilon(\mathbf{k})]-1\} \\
& \eta_{\mathbf{k}}=\alpha_{\mathbf{k}} \beta_{\mathbf{k}}=-\frac{1}{2} h(\mathbf{k}) / \epsilon(\mathbf{k}) \tag{3.29}
\end{align*}
$$

Now we substitute these equations into (3.11) and (3.12) to obtain a set of coupled integral equations

[^85]for $f(\mathbf{k})$ and $h(\mathbf{k})$ :
\[

$$
\begin{align*}
(\mathbf{k})= & k^{2}+\rho_{0} v(\mathbf{k})+(2 V)^{-1} \sum_{\mathbf{p}}^{\prime}[v(\mathbf{p}-\mathbf{k})-v(\mathbf{p})] \\
& \times\{[f(\mathbf{p}) / \epsilon(\mathbf{p})]-1\}+(2 V)^{-1} \sum_{\mathbf{p}}^{\prime} v(\mathbf{p}) h(\mathbf{p}) / \epsilon(\mathbf{p}), \tag{3.30}
\end{align*}
$$
\]

$$
\begin{equation*}
h(\mathbf{k})=\rho_{0} v(\mathbf{k})-(2 V)^{-1} \sum_{\mathbf{p}}^{\prime} v(\mathbf{p}-\mathbf{k}) h(\mathbf{p}) / \epsilon(\mathbf{p}) . \tag{3.31}
\end{equation*}
$$

In these equations we have set $\chi=0$ in accordance with (3.17).

We turn now to the proof of the asymptotic equivalence of $\mathscr{H}_{B}$ and $\mathscr{H e}_{B}^{0}$. According to Goldstone ${ }^{27}$ the ground state of the total Hamiltonian $\mathscr{H}_{B}$ can be written as

$$
\begin{equation*}
\left.\left.\mid \Omega_{B}\right) \left.=Z^{\frac{1}{2}} \sum_{n=0}^{\infty}\left[\left(W_{0}-\mathscr{H}_{B}^{0}\right)^{-1} \mathcal{H}_{B}^{\prime}\right]_{\text {linked }}^{n} \right\rvert\, 0\right\} \tag{3.32}
\end{equation*}
$$

where $Z^{\frac{1}{2}}$ is a normalization factor and 10$\}$ the unperturbed ground state (3.26). It should be observed here that (3.6) and (3.28) make the operators $B_{\mathbf{k} i}$ the normal products in the $b$ representation as defined by (3.22) and (3.26). Namely, $\left\{0\left|B_{\mathbf{k} i}\right| 0\right\}=0,(i=1,2)$. The vectors $\left.\left[\left(W_{0}-\mathscr{H e}_{B}^{0}\right)^{-1} \mathscr{H}_{B}^{\prime}\right]^{n} \mid 0\right\}$ can be represented in a well-known way by diagrams like those of Figs. 1 (a) and 1 (b). If every part of a diagram is linked to some external lines, then we call it a linked diagram. If, on the contrary, a diagram has some isolated bubbles, then such a diagram is said to be unlinked. The diagrams in Fig. 1(a) and in Fig. 1(b) are linked and unlinked, respectively. The suffix "linked" in (3.32) means that we should take only those terms which are represented by linked diagrams; this is because all terms represented by unlinked diagrams can be absorbed by the normalization factor $Z^{\frac{1}{2}}$.

The pair Hamiltonian has some special features that greatly assist us in calculating its energy spectrum and various matrix elements with respect to its eigenstates. First of all, the perturbation term $\mathcal{H}_{B}^{\prime}$ is made up of the pair operators $B_{\mathbf{k} i}$, so that for any term of the perturbation series the particles in the intermediate states or the final state can be paired off according to their momenta. Now consider a diagram that contributes to (3.32) a term,

$$
\begin{equation*}
\left.\mid u)=\sum_{\mathbf{k}_{1}, \cdots, \mathbf{k}_{s}} V^{-\lambda} A\left(\mathbf{k}_{1}, \cdots, \mathbf{k}_{s}\right) b_{\mathbf{k}_{1}}^{\dagger} b_{-\mathbf{k}_{\mathbf{1}}}^{\dagger} \cdots b_{\mathbf{k}_{\mathbf{s}}}^{\dagger} b_{-\mathbf{k}_{s}}^{\dagger} \mid 0\right\} \tag{3.33}
\end{equation*}
$$



Fig. 1. (a) Linked diagram. (b) Unlinked diagram.

(a)
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Fig. 2. Miscellaneous contractions appearing in the expansion (3.32) of the state vector $\mid \Omega_{B}$ ).
where $A$ is a certain function of the $s$ external momenta not involving any volume factor; the volume dependence is factored out as $V^{-\lambda}$ in front. It is not difficult to see that the exponent of the volume factor should satisfy an inequality,

$$
\begin{equation*}
\lambda \geq \frac{1}{2} s \tag{3.34}
\end{equation*}
$$

In fact, if the diagram involves no internal lines we have the equality $\lambda=\frac{1}{2} s$, because there is a factor $V^{-1}$ for each product of four $b$ operators, or $B_{\mathbf{k} i}^{\dagger} B_{p j}$ in (3.9). Now if in such a diagram we apply a contraction of the form shown in Fig. 2(a), $\Delta S=2$ pairs of external lines are removed whereas the summation over the internal momentum contributes a factor $V^{\Delta \lambda}$, $\Delta \lambda=1$. Therefore such a contraction changes $\lambda$ into $\lambda^{\prime}=\lambda-1$ and $s$ into $s^{\prime}=s-2$, so that the equality in (3.34) remains valid: $\lambda^{\prime}=\frac{1}{2} s^{\prime}$. For the contraction shown in Fig. 2(b) we have $\Delta s=3$, $\Delta \lambda=1$ so that $\lambda^{\prime}=\frac{1}{2}\left(s^{\prime}+1\right) \geq \frac{1}{2} s^{\prime}$ in accordance with (3.34). A contraction of the type shown in Fig. 2(c) need not be considered since it is an unlinked diagram. Continuing the process of adding contractions, we can verify (3.34) for all diagrams involved in the perturbation series (3.32). As a consequence of (3.34) we can conclude that the norm $\|u\|$ of the vector (3.33) is of the order one or smaller ${ }^{31}$ as $V \rightarrow \infty$.

With the aid of (3.34) we can now prove that in the asymptotic sense $(V \rightarrow \infty)$ the excited states of $\mathscr{K}_{B}$ are given simply by

$$
\begin{equation*}
\left.\left.\mid \mathbf{p}_{1}, \cdots, \mathbf{p}_{r}\right)=b_{\mathbf{p}_{1}}^{\dagger} \cdots b_{\mathbf{p}_{r}}^{\dagger} \mid \Omega_{B}\right) \quad(r=1,2, \cdots) \tag{3.35}
\end{equation*}
$$

and the corresponding energies are $W_{0}+\sum_{i=1}^{r} \epsilon\left(\mathbf{p}_{i}\right)$. Note that this eigenvalue spectrum is the same as that of $\mathscr{K}_{B}^{0}$. The proof begins with the observation that the vector

$$
\begin{equation*}
\left.\left.\mid R_{1}\right)=\left[\mathscr{H}_{B}^{\prime}, b_{p}\right] \mid \Omega_{B}\right) \tag{3.36}
\end{equation*}
$$

has a vanishing norm as $V \rightarrow \infty$ :

$$
\begin{equation*}
\left\|R_{1}\right\|^{2}=O\left(V^{-1}\right) \tag{3.37}
\end{equation*}
$$

[^86]In fact, the commutator applied on a constituent of $\mid \Omega_{B}$ ),

$$
\left.\left.\left[\mathfrak{X}_{B}^{\prime}, b_{\mathrm{p}}^{\dagger}\right] \mid u\right)=(2 V)^{-\mathbf{1}} v(0) \sum_{\mathbf{k}}^{\prime} B_{\mathbf{k} 1}^{\dagger}\left[B_{\mathbf{p} 1}, b_{\mathrm{p}}^{\dagger}\right] \mid u\right)+\cdots
$$

increases only one momentum summation at the cost of one volume factor $V^{-1}$. Hence we get (3.37). ${ }^{32}$ By a similar argument we can also prove that

$$
\begin{equation*}
\left.\left.\left\|R_{2}\right\|^{2}=O\left(V^{-1}\right), \quad \mid R_{2}\right)=b_{\mathrm{p}} \mid \Omega_{B}\right) \tag{3.38}
\end{equation*}
$$

and therefore that $b_{D}^{\dagger}\left(\Omega_{B}\right)$ is asymptotically normalized:

$$
\begin{equation*}
\left.\| b_{\mathfrak{p}}^{\dagger} \mid \Omega_{B}\right) \|^{2}=1+O\left(V^{-1}\right) \tag{3.39}
\end{equation*}
$$

We can now conclude that, as $V \rightarrow \infty$ asymptotically, $\left.b_{\mathrm{D}}^{\dagger} \mid \Omega_{B}\right)$ is an eigenstate of $\mathscr{H}_{B}$, because

$$
\begin{aligned}
\left.\mathscr{H}_{B} b_{\mathrm{p}}^{\dagger} \mid \Omega_{B}\right) & \left.\left.\left.=b_{\mathrm{p}}^{\dagger} \mathscr{R}_{B} \mid \Omega_{B}\right)+\left[\mathscr{H}_{B}^{0}, b_{\mathrm{p}}^{\dagger}\right] \mid \Omega_{B}\right)+\mid R_{1}\right) \\
& \left.\left.=\left[W_{0}+\epsilon(\mathbf{p})\right] b_{\mathrm{p}}^{\dagger} \mid \Omega_{B}\right)+\mid R_{1}\right),
\end{aligned}
$$

and the residual $\mid R_{1}$ ) has a vanishing norm by (3.37). Repeating a similar argument, we can verify the above statement concerning (3.35). A generalization of (3.38) shows that it is impossible to create a state lying lower than $\mid \Omega_{B}$ ) by applying the destruction operators $b_{\mathrm{v}}$ on $\left.\mid \Omega_{B}\right)$. From this result we know that the set of vectors of the form (3.35) is asymptotically complete as a basis for the cyclic representation ${ }^{9}$ of $b_{\mathbf{k}}^{(\dagger)}$.
Let us turn to the calculation of various matrix elements. We have the formulas

$$
\begin{gather*}
\left(\Omega_{B}\left|B_{\mathbf{k} i}\right| \Omega_{B}\right)=O\left(V^{-1}\right), \\
\left(\mathbf{p},-\mathbf{p}\left|B_{\mathbf{k} i}\right| \Omega_{B}\right)=\left\{\mathbf{p},-\mathbf{p}\left|B_{\mathbf{k} i}\right| 0\right\}+O\left(V^{-1}\right), \tag{3.41}
\end{gather*}
$$

where

$$
\begin{equation*}
\left.\mid \mathbf{p},-\mathbf{p}\}=b_{\mathbf{p}}^{\dagger} b_{-\mathbf{p}}^{\dagger} \mid 0\right\} \tag{3.42}
\end{equation*}
$$

To prove (3.41), for example, we have only to observe that the matrix element can involve two kinds of contractions. Namely, the momentum $\mathbf{k}$ of $B_{\mathbf{k} i}$ can be contracted either with the momenta of the virtual pairs contained in the ground state $\mid \Omega_{B}$ ) or with the momentum $\mathbf{p}$ of the real pair. For the same reason that we obtain (3.38), the former contraction yields only a vanishing contribution of $O\left(V^{-1}\right)$. The latter leads to $\left\{\mathbf{p},-\mathbf{p}\left|B_{\mathbf{k} i}\right| 0\right\}$, which is the main term of (3.41). In general, nonvanishing contributions to any matrix elements ( $\psi^{\prime}\left|B_{\mathrm{p} i} \cdots B_{\mathrm{q} j}\right| \psi$ ) come only from contractions of $\mathbf{p}, \cdots, q$ with the momenta of real pairs involved in the states $\mid \psi)$ and $\left.\mid \psi^{\prime}\right)$. This completes the desired proof that $\mathcal{J e}_{B}$ is asymptotically

[^87]equivalent to $\mathscr{K}_{B}^{0}$, and the diagonalization of $\mathscr{H}_{B}$ is thereby accomplished in the asymptotic sense.

## IV. EFFECTIVE CONDENSATE HAMILTONIAN

We are now in the position to construct the effective Hamiltonian $\Lambda_{0}$ for the condensate fluctuation which is associated with the ground state of the particles outside the condensate by using the modified Born-Oppenheimer method of Sec. II. The present calculation makes use of our perturbation method through second order (see Appendix A). The result for $\Lambda_{0}$ actually incorporates the ladder-type corrections which occur in the higher orders of conventional perturbation theory. In the case of the pair Hamiltonian model, which we are going to study in this section, we have good reason to believe that the present result for $\Lambda_{0}$ is actually correct through all orders of our perturbation theory in the volume limit. In fact, the excitation spectrum of the condensate fluctuation as well as the ground-state expectation values of products of the operators $c^{(\dagger)}$ can be calculated in an asymptotically exact fashion by making use of a Green function approach, and all the results therefrom will prove to be in complete agreement with the results from our second-order perturbation calculations. The Green function approach and our method of perturbation are complementary to each other: The former, though the more convenient to handle, rests upon the assumption that the Hamiltonian $\mathscr{X}_{P}$ has a bona fide ground state in the representation based upon the operator replacement (1.1), while the latter is useful for studying this assumption.

## A. Modified Born-Oppenheimer Approach

The total pair-model Hamiltonian $\mathscr{H}_{P}$ is given by (3.2). For the purpose of applying the perturbation method as developed in Sec. II and Appendix A, it proves convenient to subdivide $\mathscr{H}_{I}$, the interaction part of $\mathscr{H}_{P}$, as

$$
\begin{equation*}
\mathscr{K}_{I}=\mathfrak{H}_{\mathrm{int}}-\mathfrak{H}_{C}^{R}, \quad \mathscr{H}_{\mathrm{int}}=\mathfrak{H}_{I}^{0}+\mathscr{H}_{I}^{\prime}, \tag{4.1}
\end{equation*}
$$

where

$$
\begin{align*}
\mathfrak{K}_{I}^{0}=N_{0}^{\frac{1}{2}} V^{-1}(c & \left.+c^{\dagger}\right) \sum_{\mathbf{k}}^{\prime}[v(0)+v(\mathbf{k})] B_{\mathbf{k} 1} \\
& +N_{0}^{\frac{1}{2}} V^{-1}\left[c \sum_{\mathbf{k}}^{\prime} v(\mathbf{k}) B_{\mathbf{k} 2}^{\dagger}+\mathbf{H . c .}\right]  \tag{4.2}\\
\mathfrak{K}_{I}^{\prime}=V^{-1} c^{\dagger} c & \sum_{\mathbf{k}}^{\prime}[v(0)+v(\mathbf{k})] B_{\mathbf{k} 1} \\
& +(2 V)^{-1}\left[c c \sum_{\mathbf{k}}^{\prime} v(\mathbf{k}) B_{\mathbf{k} 2}^{\dagger}+\text { H.c. }\right] \tag{4.3}
\end{align*}
$$

It may be seen that $\mathscr{K}_{C}^{\prime}+\mathscr{X}_{I}^{\prime}$ is negligible as long as
$c=o\left(N^{\frac{1}{2}}\right)$, in particular when the $\mathbf{k}=0$ stability conditions (1.14) are satisfied.

Let us calculate the effective condensate Hamiltonian $\Lambda_{0}$ associated with the ground state (3.32) of the $\mathbf{k} \neq 0$ particles. We treat $H_{1}=\mathscr{K}_{\mathrm{int}}$ and $H_{2}=-\mathcal{H}_{C}^{R}$ as small perturbations of first and second order, respectively. ${ }^{33}$ As is well known, this procedure leads to a low-density expansion ${ }^{4}$; the expansion parameter is $\left(\rho_{0} a^{3}\right)^{\frac{1}{2}}$ with $a$ being the zero energy scattering length of the interparticle potential $v$. According to (A16) the zeroth-order condensate Hamiltonian is

$$
\begin{equation*}
\Lambda_{0}^{(0)}=W_{0}+\mathfrak{H}_{C}, \tag{4.4}
\end{equation*}
$$

and the formula (A17) gives the first-order correction,

$$
\begin{equation*}
\Lambda_{0}^{(1)}=\left(\Omega_{B}\left|\mathscr{H}_{\mathrm{int}}\right| \Omega_{B}\right)=O\left(N^{-\frac{1}{2}} c, N^{-1} c^{2}\right) \tag{4.5}
\end{equation*}
$$

where use has been made of (3.40). It is understood that $c$ in the Landau symbol stands for the operators $c^{(\dagger)}$. In order to calculate the second-order correction by (A18), ${ }^{34}$ i.e.,

$$
\begin{equation*}
\Lambda_{0}^{(2)}=\text { H.P. }\left(\Omega_{B}\left|\mathfrak{H}_{\text {int }}\right| \psi_{0}^{(1)}\right)-\left(\Omega_{B}\left|\mathfrak{K}_{C}^{R}\right| \Omega_{B}\right), \tag{4.6}
\end{equation*}
$$

we have to know the first-order correction $\psi_{0}^{(1)}$ to the "wavefunction" of the $\mathbf{k} \neq 0$ particles. Inserting a complete set of intermediate states we can write the matrix element in the first term of (4.6) as

$$
\begin{equation*}
\left(\Omega_{B}\left|\mathscr{K}_{\mathrm{int}}\right| \psi_{0}^{(1)}\right)=\sum_{n}\left(\Omega_{B}\left|\mathscr{K}_{\mathrm{int}}\right| n\right)\left(n \mid \psi_{0}^{(1)}\right) \tag{4.7}
\end{equation*}
$$

Due to the particular features (3.40)-(3.41) of the pair Hamiltonian, the only intermediate states significant in the volume limit are $\mid \mathbf{k},-\mathbf{k})$; for notation see (3.35). ${ }^{35}$ Using (3.41) we find

$$
\begin{align*}
& \left(\mathbf{k},-\mathbf{k}\left|\mathscr{H}_{I}^{0}\right| \Omega_{B}\right) \\
& =\left(2 N_{0}^{\frac{1}{2}} / V\right)\left[\gamma_{+}(\mathbf{k}) c+\gamma_{-}(\mathbf{k}) c^{\dagger}\right]+O\left(N^{-\frac{3}{2}} c\right),  \tag{4.8}\\
& \quad\left(\mathbf{k},-\mathbf{k}\left|\mathscr{H}_{I}^{\prime}\right| \Omega_{B}\right)=O\left(N^{-2} c^{2}\right), \tag{4.9}
\end{align*}
$$

where

$$
\begin{align*}
& \gamma_{+}(\mathbf{k})=[v(0)+v(\mathbf{k})] \alpha_{\mathbf{k}} \beta_{\mathbf{k}}+v(\mathbf{k}) \alpha_{\mathbf{k}}^{2},  \tag{4.10}\\
& \gamma_{-}(\mathbf{k})=[v(0)+v(\mathbf{k})] \alpha_{\mathbf{k}} \beta_{\mathbf{k}}+v(\mathbf{k}) \beta_{\mathbf{k}}^{2} .
\end{align*}
$$

Note that

$$
\begin{equation*}
\gamma_{+}(\mathbf{k})-\gamma_{-}(\mathbf{k})=v(\mathbf{k}) \tag{4.11}
\end{equation*}
$$

The first-order correction $\psi_{0}^{(1)}$ to the state vector is obtained by solving the operator equation (A19). Let us momentarily ignore the "small" quantities $\mathfrak{K}_{\sigma}^{\prime}$

[^88]and the matrix element (4.9) of $\mathscr{H}_{I}^{\prime}$. Then substitute the trial form
\[

$$
\begin{equation*}
\left(\mathbf{k},-\mathbf{k} \mid \psi_{0}^{(1)}\right)=\left(2 N_{0}^{\frac{1}{2}} / V\right)\left(x_{\mathbf{k}}+y_{\mathbf{k}} c+z_{\mathbf{k}} c^{\dagger}\right) \tag{4.12}
\end{equation*}
$$

\]

into (A19), where $x_{k}, y_{k}$, and $z_{k}$ are $c$ number unknowns. On comparing the coefficients of $c, c^{\dagger}$ and the $c$ number term on both sides of (A19), we get a system of simultaneous equations for those unknown coefficients, which gives
$x_{k}=0$,
$y_{\mathbf{k}}=\left[4 \epsilon^{2}(\mathbf{k})-\omega_{0}^{2}\right]^{-1}\left\{\left[-2 \epsilon(\mathbf{k})-f_{0}\right] \gamma_{+}(\mathbf{k})+h_{0} \gamma_{-}(\mathbf{k})\right\}$,
$z_{\mathbf{k}}=\left[4 \epsilon^{2}(\mathbf{k})-\omega_{0}^{2}\right]^{-1}\left\{\left[-2 \epsilon(\mathbf{k})+f_{0}\right] \gamma_{-}(\mathbf{k})-h_{0} \gamma_{+}(\mathbf{k})\right\}$,
where

$$
\begin{equation*}
\omega_{0}^{2}=f_{0}^{2}-h_{0}^{2} \tag{4.13}
\end{equation*}
$$

Then, the first term of (4.6) turns out to be
H.P. $\left(\Omega_{B}\left|\mathscr{H}_{I}\right| \psi_{0}^{(1)}\right)=\delta f_{0} c^{\dagger} c+\frac{1}{2} \delta h_{0}\left(c c+c^{\dagger} c^{\dagger}\right)$

$$
\begin{equation*}
+O\left(N^{-\frac{1}{2}} c, N^{-1} c^{2} \cdots\right), \tag{4.15}
\end{equation*}
$$

where

$$
\begin{align*}
\delta f_{0} & =2 \rho_{0} V^{-1} \sum_{\mathbf{k}}^{\prime}\left[\gamma_{+}(\mathbf{k}) y_{\mathbf{k}}+\gamma_{-}(\mathbf{k}) z_{\mathbf{k}}\right],  \tag{4.16}\\
\delta h_{0} & =2 \rho_{0} V^{-1} \sum_{\mathbf{k}}^{\prime}\left[\gamma_{+}(\mathbf{k}) z_{\mathbf{k}}+\gamma_{-}(\mathbf{k}) y_{\mathbf{k}}\right] .
\end{align*}
$$

If we had included $\mathscr{H}_{C}^{\prime}$ and $\mathscr{H}_{I}^{\prime}$ in the calculation of $\psi_{0}^{(1)}$, we would have obtained additional terms in (4.15), some of which are of higher degree in the operators $c^{(\dagger)}$ and are denoted by the dots in the Landau symbol. They are negligible if $c=o\left(N^{\frac{1}{2}}\right)$. Thus (4.6) becomes

$$
\begin{equation*}
\Lambda_{0}^{(2)}=O\left(N^{-\frac{1}{2}} c, \cdots\right) \tag{4.17}
\end{equation*}
$$

if we choose the renormalization coefficients $\Delta f_{0}$ and $\Delta h_{0}$ such that

$$
\begin{equation*}
\Delta f_{0}=\delta f_{0}, \quad \Delta h_{0}=\delta h_{0} \tag{4.18}
\end{equation*}
$$

Combining the results (4.3), (4.4), and (4.17) we get

$$
\begin{equation*}
\Lambda_{0}=\Lambda_{0}^{0}+\Lambda_{0}^{\prime} \tag{4.19}
\end{equation*}
$$

where

$$
\begin{align*}
& \Lambda_{0}^{0}=W_{0}+f_{0} c^{\dagger} c+\frac{1}{2} h_{0}\left(c c+c^{\dagger} c^{\dagger}\right),  \tag{4.20}\\
& \begin{aligned}
\Lambda_{0}^{\prime}= & V^{-1} N_{0}^{\frac{1}{2}} v(0)\left(c^{\dagger} c c+c^{\dagger} c^{\dagger} c\right)+(2 V)^{-1} v(0) c^{\dagger} c^{\dagger} c c \\
& +O\left(N^{-\frac{1}{2}} c, N^{-1} c^{2}, \cdots\right),
\end{aligned}
\end{align*}
$$

and the coefficients $f_{0}$ and $h_{0}$ of $\Lambda_{0}^{\mathbf{0}}$, given by (3.16), (4.16), and (4.18), are

$$
\begin{align*}
& f_{0}=f(0)+2 \rho_{0} V^{-1} \sum_{\mathbf{k}}^{\prime}\left[\gamma_{+}(\mathbf{k}) y_{\mathbf{k}}+\gamma_{-}(\mathbf{k}) z_{\mathbf{k}}\right], \\
& h_{0}=h(0)+2 \rho_{0} V^{-1} \sum_{\mathbf{k}}^{\prime}\left[\gamma_{+}(\mathbf{k}) z_{\mathbf{k}}+\gamma_{-}(\mathbf{k}) y_{\mathbf{k}}\right] . \tag{4.22}
\end{align*}
$$

But this is a system of coupled linear equations because $y_{\mathbf{k}}$ and $z_{\mathbf{k}}$ depend linearly on $f_{0}$ and $h_{0}$ through
(4.13). Decoupling is immediate if we form $f_{0} \pm h_{0}$. Then,

$$
\begin{align*}
f_{0}-h_{0}=2 D^{-1}\left\{-\frac{1}{V} \sum_{\mathbf{k}}^{\prime}\right. & v(\mathbf{k}) \alpha_{\mathbf{k}} \beta_{\mathbf{k}} \\
& \left.-\frac{\rho_{0}}{V} \sum_{\mathbf{k}}^{\prime} \frac{2 \epsilon(\mathbf{k}) v^{2}(\mathbf{k})}{4 \epsilon^{2}(\mathbf{k})-\omega_{0}^{2}}\right\}  \tag{4.23}\\
f_{0}+h_{0}=2 D^{-1}\left\{\rho_{0} v(0)-\right. & \frac{\rho_{0}}{V} \sum_{\mathbf{k}}^{\prime} \frac{2 \epsilon(\mathbf{k})}{4 \epsilon^{2}(\mathbf{k})-\omega_{0}^{2}} \\
& \left.\times\left[\gamma_{+}(\mathbf{k})+\gamma_{-}(\mathbf{k})\right]^{2}\right\}, \tag{4.24}
\end{align*}
$$

where use has been made of (4.11), and

$$
\begin{equation*}
D=1+\frac{2 \rho_{0}}{V} \sum_{\mathbf{k}}^{\prime} v(\mathbf{k}) \frac{\gamma_{+}(\mathbf{k})+\gamma_{-}(\mathbf{k})}{4 \epsilon^{2}(\mathbf{k})-\omega_{0}^{2}} \tag{4.25}
\end{equation*}
$$

This completes the calculation of the effective condensate Hamiltonian through the second order of our perturbation scheme. The presence of the denominator $D$ in (4.23) and (4.24) shows, however, that some higher-order effects are already taken into account.
The first term $\Lambda_{0}^{0}$ of (4.19) has exactly the same form as (1.9), whose properties depend on the sign of $f_{0} \pm h_{0}$. When they are both positive,

$$
\begin{equation*}
f_{0} \pm h_{0}>0 \tag{4.26}
\end{equation*}
$$

so as to satisfy the $\mathbf{k}=0$ stability condition (1.14), $\Lambda_{0}^{0}$ is a harmonic oscillator Hamiltonian having a normalizable ground state $\mid \Omega_{C}$ ). Since the coefficients $f_{0}$ and $h_{0}$ are $O(1)$, it follows that the matrix elements ( $\left.\Omega_{C}\left|\left(c^{\dagger}\right)^{i} c^{j}\right| \Omega_{C}\right)$ are all $O(1) \quad(i, j=0$, $1,2, \cdots)$, verifying the statement that $c=O(1)$, which is stronger than our presupposition $c=o\left(N^{\frac{1}{2}}\right)$. Further, when (4.26) is satisfied the second term $\Lambda_{0}^{\prime}$ of (4.19), if treated as a perturbation to $\Lambda_{0}^{0}$, has no effects in the volume limit. In the asymptotic sense, therefore,

$$
\begin{equation*}
\Lambda_{0}=\Lambda_{0}^{0}, \quad(\text { stable case, } V \rightarrow \infty) \tag{4.27}
\end{equation*}
$$

The physical meaning of the $\omega_{0}$ in (4.14) is now clear: it is the frequency of the harmonic oscillator (4.27). Thus in this approximation the excitation energies of the condensate fluctuation are integer multiples of the energy quantum $\omega_{0}$. The Green function method discussed in the next subsection tells us that this excitation spectrum is asymptotically exact.

In Secs. V and VI we study how the stability conditions (3.20)-(3.21) and (4.26) restrict the form of the potential $v$ and the particle density $\rho$. We find that there actually exist some potentials that can satisfy all these conditions. In Appendix B we study cases where some of the conditions are violated.

A remark is in order about the denominator $4 \epsilon^{2}(\mathbf{k})-\omega_{0}^{2}$ in (4.23)-(4.25). Clearly we have to require that

$$
\begin{equation*}
[2 \epsilon(\mathbf{k})]^{2}>\omega_{0}^{2}, \quad(\text { all } k \neq 0) \tag{4.28}
\end{equation*}
$$

Physically speaking the role of the inequality (4.28) is to prohibit a condensate excitation from decaying into two $\mathbf{k} \neq 0$-excitations. Here we wish to show that it is a consistent assumption to assume that (4.28) is satisfied if

$$
\begin{equation*}
D>\frac{1}{2} . \tag{4.29}
\end{equation*}
$$

By consistency we mean that if (4.29) and the $\mathbf{k} \neq 0$ stability conditions, (3.20) and (3.21), are assumed satisfied-which in turn requires that (4.28) holdsthen in fact (4.28) is satisfied. For this purpose, it suffices to show that $[2 \epsilon(0)]^{2}>\omega_{0}^{2}$ since, according to (3.30), $f(\mathrm{k})$ contains the rapidly increasing term $k^{2}$. Now it follows from (4.23) and (4.24) that

$$
\begin{equation*}
f_{0}-h_{0}<-2 D^{-1} \frac{1}{V} \sum_{\mathbf{k}}^{\prime} v(\mathbf{k}) \alpha_{\mathbf{k}} \beta_{\mathbf{k}}=[f(0)-h(0)] D^{-1} \tag{4.30}
\end{equation*}
$$

$$
\begin{equation*}
f_{0}+h_{0}<2 D^{-1} \rho_{0} v(0)=[f(0)+h(0)] D^{-1}, \tag{4.31}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\omega_{0}^{2}<\epsilon(0)^{2} D^{-2}<[2 \epsilon(0)]^{2} . \tag{4.32}
\end{equation*}
$$

## B. Method of Green Functions

We now proceed to show that our second-order approximation (4.27) gives the complete effective condensate Hamiltonian in the volume limit. The argument is based on the observation that the excitation spectrum of the condensate fluctuation as obtained from (4.27) agrees exactly with the corresponding result from our Green function treatment, which is asymptotically exact as $V \rightarrow \infty$. To prove this result within the approach described in Subsection A would be very difficult if not impossible.

In almost all works on low-temperature boson systems the Green function method has been formulated after one makes the Bogoliubov replacement $a_{0}^{(+)} \rightarrow N_{0}^{\frac{1}{2}}$. Recently, Popov and Faddeev ${ }^{36}$ proposed that one use the operator replacement (1.1) so as to include the condensate fluctuation within the Green function formalism. All the conventional graph techniques can readily be adapted to the new situation. The only necessary addition to the conventional set of prescriptions is that the chemical potential should be determined so as to eliminate the tadpole diagrams due to $c$ and $c^{\dagger}$; this condition is equivalent to (1.3).

[^89]Now we define one-particle Green functions for the condensate fluctuation by

$$
\begin{align*}
& g(\omega)=\mathscr{F}_{t}\langle\Omega| T\left[c(t), c^{\dagger}(0)\right]|\Omega\rangle, \\
& \hat{\mathrm{g}}(\omega)=\mathscr{F}_{t}\langle\Omega| T\left[c^{\dagger}(t), c^{\dagger}(0)\right]|\Omega\rangle, \tag{4.33}
\end{align*}
$$

where $|\Omega\rangle$ is the ground state (assumed to exist) of the pair Hamiltonian $\mathscr{H}_{P}$ in the representation based upon (1.1), $T$ denotes the Wick chronological operator, $c(t)$ is the Heisenberg operator

$$
c(t)=\exp \left(i \mathfrak{K}_{P} t\right) c \exp \left(-i \mathscr{K}_{P} t\right),
$$

and $\mathscr{F}_{t}$ denotes the Fourier transform in time

$$
\begin{equation*}
\mathscr{F}_{t} A(t)=(2 \pi)^{-1} \int_{-\infty}^{\infty} A(t) \exp (i \omega t) d t . \tag{4.34}
\end{equation*}
$$

In order to carry out a perturbation calculation for $g$ and $\hat{g}$ we use ${ }^{37}$

$$
\begin{equation*}
H_{0}=\sum_{\mathbf{k}}^{\prime} \epsilon(\mathbf{k}) b_{\mathbf{k}}^{\dagger} b_{\mathbf{k}}+f(0) c^{\dagger} c \tag{4.35}
\end{equation*}
$$

as the free Hamiltonian to define the interaction picture

$$
\tilde{\mathfrak{O}}(t)=\exp \left(i H_{0} t\right) \hat{O} \exp \left(-i H_{0} t\right),
$$

where $\mathcal{O}$ is a Schrödinger operator. The rest of the Hamiltonian, $\mathfrak{H e}_{P}-H_{0}$, is regarded as a perturbation. Thus the unperturbed $\mathbf{k} \neq 0$ Green functions are given simply by

$$
\begin{array}{r}
G^{(0)}\left(\mathbf{k}, k_{0}\right)=\mathcal{F}_{t}\left(T\left[\tilde{b}_{\mathbf{k}}(t), \tilde{b}_{\mathbf{k}}^{\dagger}(0)\right]\right)=\left(k_{0}-\epsilon(\mathbf{k})+i \delta\right)^{-1}, \\
\hat{G}^{(0)}\left(\mathbf{k}, k_{0}\right)=\tilde{F}_{t}\left(T\left[\tilde{b}_{\mathbf{k}}^{\dagger}(t), \tilde{b}_{-\mathbf{k}}^{\dagger}(0)\right]\right)=0, \quad(4.36) \tag{4.36}
\end{array}
$$

and the $\mathbf{k}=0$ Green functions, which are defined analogously, are given by

$$
\begin{equation*}
g^{(0)}(\omega)=(\omega-f(0)+i \delta)^{-1}, \quad \hat{g}^{(0)}(\omega)=0, \tag{4.37}
\end{equation*}
$$

where the parentheses mean the expectation values with respect to the ground state of (4.35). In this section we assume that $c=o\left(N^{\frac{1}{2}}\right)$ so that $\mathfrak{K}_{C}^{\prime}$ in (3.15) may be ignored. The standard equations for the $\mathbf{k} \neq 0$ Green functions ${ }^{5,6,38}$ can be immediately modified to apply to the $\mathbf{k}=0$ Green functions:
$\left[(\omega+i \delta)-\sigma_{1}(\omega)\right] g(\omega)-\sigma_{2}(\omega) \hat{g}(\omega)=1$,
$-\sigma_{2}(\omega) g(\omega)+\left[(-\omega+i \delta)-\sigma_{1}(-\omega)\right] \hat{g}(\omega)=0$,
where $\sigma_{1}(\omega)$ and $\sigma_{2}(\omega)$ are the irreducible self-energy parts of the condensate fluctuation; see Fig. 3. Note in particular that the term $f(0)$ of the condensate

[^90]

Fig. 3. Irreducible self-energy parts of the condensate fluctuation. To be attached are external lines for excitations of the condensate fluctuation (shown by dotted lines) carrying momentum zero and energy $\omega$.
"kinetic energy" in (4.35) is amalgamated into $\sigma_{1}(\omega)$. We have written id explicitly in (4.38) since this is needed in the following discussion. The solutions of (4.38) are

$$
\begin{align*}
& g(\omega)=[\omega-u(\omega)+s(\omega)] / d(\omega), \\
& \hat{g}(\omega)=-\sigma_{2}(\omega) / d(\omega), \tag{4.39}
\end{align*}
$$

where

$$
\begin{equation*}
d(\omega)=[\omega-u(\omega)]^{2}-\left\{[s(\omega)-i \delta]^{2}-\sigma_{2}(\omega)^{2}\right\} \tag{4.40}
\end{equation*}
$$

and

$$
\begin{align*}
& s(\omega)=\frac{1}{8}\left[\sigma_{1}(\omega)+\sigma_{1}(-\omega)\right],  \tag{4.41}\\
& u(\omega)=\frac{1}{2}\left[\sigma_{1}(\omega)-\sigma_{1}(-\omega)\right] .
\end{align*}
$$

In the case of the pair Hamiltonian (3.1), the irreducible self-energy parts are simply represented by the diagrams in Fig. 4, all further corrections vanishing as $V \rightarrow \infty$ if the matrix elements of $c$ are $o\left(N^{\frac{1}{2}}\right)$, which we assume in this subsection. With the aid of Fig. 4(a) one finds

$$
\begin{aligned}
\sigma_{1}(\omega) & =f(0)+\frac{i}{2 \pi} \frac{2 \rho_{0}}{V} \sum_{\mathbf{k}} \int d k_{0} \\
& \times\left\{G^{(0)}\left(\mathbf{k}, \frac{1}{2} \omega+k_{0}\right) G^{(0)}\left(-\mathbf{k}, \frac{1}{2} \omega-k_{0}\right) \gamma_{+}^{2}(\mathbf{k})\right. \\
& \left.+G^{(0)}\left(\mathbf{k},-\frac{1}{2} \omega+k_{0}\right) G^{(0)}\left(-\mathbf{k},-\frac{1}{2} \omega-k_{0}\right) \gamma_{-}^{2}(\mathbf{k})\right\}
\end{aligned}
$$

where the vertex functions $\gamma_{ \pm}(\mathbf{k})$ are given by (4.10). The method of residues applied to the $k_{0}$ integration gives

$$
\begin{align*}
\sigma_{1}(\omega)=f(0)+\frac{2 \rho_{0}}{V} \sum_{\mathbf{k}}^{\prime} & {\left[\frac{\gamma_{+}^{2}(\mathbf{k})}{\omega-2 \epsilon(\mathbf{k})+i \delta}\right.} \\
& \left.-\frac{\gamma_{-}^{2}(\mathbf{k})}{\omega+2 \epsilon(\mathbf{k})-i \delta}\right] \tag{4.42}
\end{align*}
$$



Fio. 4. Irreducible self-energy parts (a) $\sigma_{1}(\omega)$ and (b) $\sigma_{2}(\omega)$ of the condensate fluctuation for the case of pair Hamiltonian model. Dotted lines are for the condensate fluctuation (to be attached) and full lines represent excitations of $\mathbf{k} \neq 0$ particles.

In the same way, with the aid of Fig. 4(b), we obtain

$$
\begin{align*}
\sigma_{2}(\omega)=h(0)-\frac{2 \rho_{0}}{V} \sum_{\mathbf{k}} \frac{2 \epsilon(\mathbf{k})-i \delta}{[2 \epsilon(\mathbf{k})-i \delta]^{2}-\omega^{2}} \\
\times 2 \gamma_{+}(\mathbf{k}) \gamma_{-}(\mathbf{k}) . \tag{4.43}
\end{align*}
$$

Thus according to the definitions (4.41)

$$
\begin{gather*}
s(\omega)=f(0)-\frac{2 \rho_{0}}{V} \sum_{\mathbf{k}}^{\prime} \frac{2 \epsilon(\mathbf{k})}{[2 \epsilon(\mathbf{k})-i \delta]^{2}-\omega^{2}} \\
\times\left[\gamma_{+}^{2}(\mathbf{k})+\gamma_{-}^{2}(\mathbf{k})\right],  \tag{4.44}\\
u(\omega)=\omega \bar{u}(\omega), \tag{4.45}
\end{gather*}
$$

with

$$
\begin{equation*}
\bar{u}(\omega)=-\frac{2 \rho_{0}}{V} \sum_{\mathbf{k}}^{\prime} v(\mathbf{k}) \frac{\left[\gamma_{+}(\mathbf{k})+\gamma_{-}(\mathbf{k})\right]}{[2 \epsilon(\mathbf{k})-i \delta]^{2}-\omega^{2}} . \tag{4.46}
\end{equation*}
$$

In view of (4.33) and (4.39), we know that the oneparticle excitation energy of the condensate fluctuation should show up as a pole $\omega_{0}$ of $g(\omega)$, or, equivalently, of $\hat{g}(\omega)$ in the lower half $\omega$ plane:

$$
\begin{equation*}
d\left(\omega_{0}\right)=0, \quad \operatorname{Im} \omega_{0}<0 . \tag{4.47}
\end{equation*}
$$

Recalling (4.40) and (4.45) we can write $\omega_{0}^{2}$ as

$$
\begin{equation*}
\omega_{0}^{2}=f_{0}^{2}-h_{0}^{2} \tag{4.48}
\end{equation*}
$$

where

$$
\begin{align*}
& f_{0}=D^{-1}\left[s\left(\omega_{0}\right)-i \delta\right], \\
& h_{0}=D^{-1} \sigma_{2}\left(\omega_{0}\right), \tag{4.49}
\end{align*}
$$

and

$$
\begin{equation*}
D=1-\bar{u}\left(\omega_{0}\right) \tag{4.50}
\end{equation*}
$$

The signs of $f_{0}$ and $h_{0}$ are determined in such a way that $f_{0}$ approaches its unperturbed value $f(0)$ as $v(\mathbf{k}) \rightarrow 0$. One should notice that the notations in (4.49) are justified because the present results are essentially identical with those obtained from our perturbation method [see (4.23)-(4.25)]. These equations differ only by the imaginary term id, which serves to fix the sign of $\omega_{0}$.

We now locate the solution $\omega_{0}$ of (4.47) in the complex $\omega$ plane under the assumption that $\left(\rho_{0} a^{3}\right)^{\frac{1}{2}} \ll$ 1. In this case (4.28) is satisfied so that the imaginary parts of $s, \bar{u}$, and $\sigma_{2}$ are $O(\delta)$. Furthermore, because these imaginary parts would all vanish if $v(\mathbf{k}) \rightarrow 0$, they are therefore all smaller than the term io explicitly written in (4.49). Therefore,

$$
\begin{equation*}
\operatorname{Im}\left(f_{0}^{2}-h_{0}^{2}\right)=-\left[2 s / D^{2}\right]_{\partial=0} \cdot \delta \tag{4.51}
\end{equation*}
$$

In the following, all expressions are understood to be evaluated at $\delta=0$. Now supposing that

$$
\begin{equation*}
f_{0}^{2}-h_{0}^{2}>0 \tag{4.52}
\end{equation*}
$$

then, according to the criterion $\operatorname{Im} \omega_{0}<0$, we know
from (4.51) that

$$
\begin{equation*}
\omega_{0}=\left(f_{0}^{2}-h_{0}^{2}\right)^{\frac{1}{2}} \operatorname{sgn} f_{0} \tag{4.53}
\end{equation*}
$$

with the square root being taken to be positive. Under the assumption of (4.52) we know that the sign of $f_{0}$ is the same as the common sign of $f_{0} \pm h_{0}$, and, therefore, that the result (4.53) is in complete agreement with the perturbation result, namely with the eigenfrequency of the effective Hamiltonian (4.27).

Since the self-energy functions, (4.42) and (4.43), are asymptotically exact as $V \rightarrow \infty$, so is the result (4.53) for the one-particle excitation energy. Moreover, we can easily see that apart from the $\delta$ function for the over-all energy conservation, the manyparticle Green function

$$
g\left(\omega_{1}, \cdots, \omega_{n}\right)=\mathcal{F}_{t_{1} \cdots t_{n}}\langle\Omega| T\left[c\left(t_{1}\right) \cdots c^{\dagger}\left(t_{n}\right)\right]|\Omega\rangle
$$

decomposes into a sum of products of one-particle Green functions in the volume limit. This means that the many-particle excitation energies of the condensate fluctuation are integer multiples of the one-particle excitation energy. Since we know already of the agreement between the values of the one-particle excitation energies as obtained from the Green function method and the modified Born-Oppenheimer method, we can now conclude that our secondorder result (4.27) gives the correct energy spectrum in the volume limit. Corresponding results for the matrix elements of $c^{(\dagger)}$ and their products (i.e., agreement of ground state expectation values) can be easily established once one Fourier-transforms the Green functions back into $t$ space. This completes the comparison between the results of the Green function theory and our perturbation theory. From this we conclude that our second-order perturbation approximation (4.27) for the effective condensate Hamiltonian is already exact in the volume limit.

## V. IMPLICATIONS OF THE STABILITY CONDITIONS

Having obtained a set of stability conditions for the pair Hamiltonian model, we now determine the restrictions which these conditions place on the particle density $\rho$ and the characteristics of the interparticle potential $v$. For the reason given at the close of the previous section we restrict our attention to those cases where (4.29) is satisfied ${ }^{38}$ :

$$
\begin{equation*}
D>\frac{1}{2} . \tag{5.1}
\end{equation*}
$$

[^91]We further assume that

$$
\begin{equation*}
2 \epsilon(\mathbf{p})-\omega_{0}>0 \quad(\text { all } \mathbf{p} \neq 0) \tag{5.2}
\end{equation*}
$$

In order that the $k=0$ stability conditions (4.26) be satisfied, we must then require that the numerators of (4.23) and (4.24) are positive. Thus in terms of the self-energy functions,

$$
\begin{equation*}
s+\sigma_{2}=2 \rho_{0} v(0)-\frac{\rho_{0}}{V} \sum_{\mathbf{p}} \frac{4 \epsilon(\mathbf{p})\left[\gamma_{+}(\mathbf{p})+\gamma_{-}(\mathbf{p})\right]^{2}}{4 \epsilon(\mathbf{p})^{2}-\omega_{0}^{2}}>0 \tag{5.3}
\end{equation*}
$$

and

$$
\begin{align*}
s-\sigma_{2}=\frac{1}{V} \sum_{\mathbf{p}}^{\prime} & v(\mathbf{p}) \frac{1}{\epsilon(\mathbf{p})} h(\mathbf{p}) \\
& -\frac{\rho_{0}}{V} \sum_{\mathbf{D}}^{\prime} v(\mathbf{p})^{2} \frac{4 \epsilon(\mathbf{p})}{4 \epsilon(\mathbf{p})^{2}-\omega_{0}^{2}}>0 \tag{5.4}
\end{align*}
$$

The $\mathbf{k} \neq 0$ stability conditions are given by (3.20) and (3.21). The functions $f(\mathbf{k})$ and $h(\mathbf{k})$ appearing in these equations are the solutions of a system of coupled integral equations, (3.30) and (3.31). Because $f(\mathbf{k})$ has a rapidly increasing term $\mathbf{k}^{2}$, the $\mathbf{k} \neq 0$ stability conditions will be satisfied if

$$
\begin{gather*}
f(0)+h(0)=2 \rho_{0} v(0)>0  \tag{5.5}\\
f(0)-h(0)=V^{-1} \sum_{\mathbf{k}}^{\prime} v(\mathbf{k}) \frac{1}{\epsilon(\mathbf{k})} h(\mathbf{k})>0 \tag{5.6}
\end{gather*}
$$

At this juncture we note that the inequalities (5.5) and (5.6) follow from the preceding four. From now on, therefore, we call the set of inequalities (5.1)-(5.4) the stability conditions for the many-boson system. These constitute a set of sufficient conditions for a many-boson system to have a bona fide ground state with a B.E. condensation. Based on the above, the subset (5.1) and (5.2) can be called the $k \neq 0$ stability conditions, as opposed to the old ones (5.5) and (5.6), or (3.20) and (3.21).

It should be kept in mind, in view of the discussions in Appendix B, that if any of $f_{0} \pm h_{0}>0$ and $f(0) \pm h(0)>0$ are violated, either there is no B.E. condensation in the system or the operator replacement (1.1) loses its usefulness.

In the following we show that one of the stability conditions, (5.4), can be rewritten in a simple and suggestive way. As for the other ones, in particular (5.3), we have to be content with an analysis of a weak coupling model, this analysis being the subject of the next section.

In order to analyze (5.4), we rewrite its first term
with the aid of the integral equation (3.31) as

$$
\begin{align*}
\frac{1}{\rho_{0} V} & \sum_{\mathbf{p}} \frac{v(\mathbf{p}) h(\mathbf{p})}{\epsilon(\mathbf{p})} \\
& =\sum_{\frac{1}{2}[\mathbf{p}]} 2 v(\mathbf{p}) \frac{1}{2 V \epsilon(\mathbf{p})} 2 v(\mathbf{p})-\sum_{\frac{1}{2}[\mathbf{p}], \frac{2}{2}[\mathbf{g}]} 2 v(\mathbf{p}) \frac{1}{2 V \epsilon(\mathbf{p})} \\
& \times(v(\mathbf{p}-\mathbf{g})+v(\mathbf{p}+\mathbf{g})) \frac{1}{2 V \epsilon(\mathbf{g})} 2 v(\mathbf{g})+\cdots, \tag{5.7}
\end{align*}
$$

where, as in Sec. III, $\frac{1}{2}[p]$ under the summation sign means that the sum includes only those vectors $p$ which belong to a half-space. This expression can be written in a compact way by considering a fictitious problem of a pair of $b$ excitations (see Sec. III) interacting via the two-body potential $\tilde{v}$. A state vector $|\mathbf{p}\rangle$ describing a pair of $b$ excitations with momenta $\mathbf{p},-\mathbf{p}$ are normalized so that

$$
\begin{equation*}
\langle\mathbf{p} \mid \mathbf{g}\rangle=V \delta_{\mathrm{p}, \mathbf{g}} \tag{5.8}
\end{equation*}
$$

These state vectors can thus be written as

$$
\begin{align*}
& \left.\left.|\mathbf{p}\rangle=V^{\frac{1}{2}} b_{0}^{\dagger} b_{-\mathbf{p}}^{\dagger} \right\rvert\, 0\right\}, \quad(\mathbf{p} \neq 0), \\
& \left.\left.|0\rangle=V^{\frac{1}{2}} b_{0}^{\dagger} b_{0}^{\dagger} \right\rvert\, 0\right\}, \tag{5.9}
\end{align*}
$$

with the understanding that $\mathbf{p}(\neq 0)$ belongs to the half-space indicated by the summation signs in (5.7). ${ }^{40}$ The Hamiltonian describing a single pair is $\mathfrak{C}+\mathfrak{V}$, where the matrix elements of the operators $\mathcal{G}$ and $\mathcal{\vartheta}$ in the momentum representation are

$$
\begin{gather*}
\langle\mathbf{p}| \mathscr{C}|\mathbf{g}\rangle=2 V \epsilon(\mathbf{p}) \delta_{\mathrm{p}, \mathbf{g}},  \tag{5.10}\\
\langle\mathbf{p}| \mathcal{V}|\mathbf{g}\rangle=v(\mathbf{p}-\mathbf{g})+v(\mathbf{p}+\mathbf{g}) . \tag{5.11}
\end{gather*}
$$

In terms of $\mathscr{C}$ and $\mathcal{\vartheta}$ the left-hand side of (5.7) is

$$
\begin{equation*}
\frac{1}{\rho_{0} V} \sum_{0} v(\mathbf{p}) \frac{h(\mathbf{p})}{\epsilon(\mathbf{p})}=\langle 0| \vartheta(\epsilon+\vartheta)^{-1} \vartheta|0\rangle \tag{5.12}
\end{equation*}
$$

as is easily verified using the expansion

$$
\begin{equation*}
(\mathscr{C}+\mathscr{V})^{-1}=\mathfrak{C}^{-1}-\mathfrak{C}^{-1} \mathcal{V} \mathfrak{C}^{-1}+\cdots, \tag{5.13}
\end{equation*}
$$

inserting as intermediate states the complete set of pair states, ${ }^{41}$ and by comparing the result with the right side of (5.7). Likewise, the second term of (5.4) can be written as

$$
\begin{align*}
-\frac{1}{V} & \sum_{p} \frac{4 \epsilon(\mathbf{p}) v(\mathrm{p})^{2}}{4 \epsilon(\mathrm{p})^{2}-\omega_{0}^{2}} \\
& =-\langle 0| \vartheta \frac{1}{2}\left(\frac{1}{\mathcal{G}-\omega_{0}}+\frac{1}{\mathcal{G}+\omega_{0}}\right) \vartheta|0\rangle . \tag{5.14}
\end{align*}
$$

[^92]Hence the inequality (5.4) can be put in the simple form

$$
\begin{align*}
& \left(1 / \rho_{0}\right)\left(s-\sigma_{2}\right)=\langle 0| \mho(\mathscr{C}+V)^{-1} \mathcal{V}|0\rangle \\
& \quad-\frac{1}{2}\langle 0| \vartheta\left[\left(C-\omega_{0}\right)^{-1}+\left(\mathscr{C}+\omega_{0}\right)^{-1}\right] \cup|0\rangle>0 . \tag{5.15}
\end{align*}
$$

Now suppose that the eigenvalue problem

$$
\begin{equation*}
(\mathscr{C}+\mathcal{V})|\alpha\rangle=E_{\alpha}|\alpha\rangle \tag{5.16}
\end{equation*}
$$

for a pair of $b$ excitations with zero center-of-mass momentum has been solved. Utilizing the complete set of pair states $|\mathbf{p}\rangle$, the second term in (5.15) itself satisfies the inequality

$$
\begin{aligned}
&\langle 0| \vartheta\left[\left(\mathcal{C}-\omega_{0}\right)^{-1}+\left(\mathscr{C}+\omega_{0}\right)^{-1}\right] \cup|0\rangle \\
&>\sum_{(\mathbf{p})} \frac{\left.|\mathbf{p}| \vartheta|0\rangle\right|^{2}}{\epsilon(\mathbf{p})} .
\end{aligned}
$$

Thus (5.15) can be replaced by the following:

$$
\begin{equation*}
\left.\sum_{\frac{1}{2}[\alpha]} \right\rvert\,\langle\alpha| \text { V } \left.\left.|0\rangle\right|^{2} / E_{\alpha}>\sum_{\frac{1}{2}[\mathbf{p}]} \right\rvert\,\langle\mathbf{p}| \text { ソ }\left.|0\rangle\right|^{2} /(2 \epsilon(\mathbf{p})), \tag{5.17}
\end{equation*}
$$

where the symbol $\frac{1}{2}[\alpha]$ on the summation sign warns against double counting the eigenstates of (5.16). Because of the identity

$$
\begin{equation*}
\left.\left.\langle 0| \vartheta^{2}|0\rangle=\sum_{\frac{1}{[ }[\alpha]}|\langle\alpha| \vartheta| 0\right\rangle\left.\right|^{2}=\sum_{\frac{1}{2}[p]}|\langle p| \vartheta| 0\right\rangle\left.\right|^{2}, \tag{5.18}
\end{equation*}
$$

the two sums in (5.17) can be interpreted in terms of averages with weight factors $|\langle\alpha| \mathcal{V}| 0\rangle\left.\right|^{2}$ and $\mid\langle\boldsymbol{p}|$ Ү $\left.|0\rangle\right|^{2}$, respectively. The inequality (5.17) suggests that the interparticle potential $\tilde{v}$ must be such that it lowers the energy levels of the fictitious twoparticle system (5.16) from their values when $\tilde{v}=0$ and/or shifts the dominant weight factors to the low-energy side. Crudely speaking, this suggests that $\tilde{v}$ must be partially attractive. On the other hand, we recall that (5.5) requires that $v(0)=\int \tilde{v}(\mathbf{x}) d \mathbf{x}>0$. The following lemma allows a more precise statement to be made.

Lemma: For a low-density system of particles interacting via a potential that is sufficiently weak and everywhere positive in coordinate space, the quantity $s-\sigma_{2}$ is negative, in violation of the stability condition (5.4).

Keeping only the first two terms of the expansion (5.13) we obtain

$$
\begin{equation*}
\left.s-\sigma_{2}<-\rho_{0} \int\left|\langle\mathbf{p}=0| \vartheta \zeta^{-1}\right| \mathbf{x}\right\rangle\left.\right|^{2} \tilde{v}(\mathbf{x}) d \mathbf{x}<0 \tag{5,19}
\end{equation*}
$$

which was to be proved. Here $|\mathbf{x}\rangle$ is an eigenvector of the relative position operator $\mathbf{x}$; for the sake of clarity the momentum eigenstate is written as
$|\mathbf{p}=0\rangle$. Note that when $\boldsymbol{\epsilon}(\mathbf{p})$ is chosen to have the well-known form, $\epsilon(\mathbf{p})=p\left(p^{2}+16 \pi a \rho_{0}\right)^{\frac{1}{2}}$, the main contributions to the sums in (5.4) come from momenta $\approx\left(a \rho_{0}\right)^{\frac{1}{2}} .^{4}$ Then the above expansion of the propagator $(\mathcal{C}+\mathcal{V})^{-1}$ is allowed, and hence the lemma is true when the density parameter is sufficiently small, $\left(\rho a^{3}\right)^{\frac{1}{2}} \ll 1$.

If the above lemma suggests that the pair-Hamiltonian model with a purely positive potential may not have a B.E. condensation, we have to recall that for such a system the assumption of no condensation is untenable. ${ }^{15.42}$ For the proof, we multiply the integral equation (3.31) for $h(\mathbf{k})$ by $V^{-1} h(\mathbf{k}) / \epsilon(\mathbf{k})$ and sum over momenta to obtain

$$
\begin{equation*}
V^{-1} \sum_{\mathbf{k}}^{\prime} \epsilon(\mathbf{k})^{-1} h(\mathbf{k})^{2}+\frac{1}{2} \sum_{\mathbf{k}, \mathbf{p}}^{\prime} g(\mathbf{k}) v(\mathbf{k}-\mathbf{p}) g(\mathbf{p})=0 \tag{5.20}
\end{equation*}
$$

where $g(\mathbf{k})=h(\mathbf{k}) / \epsilon(\mathbf{k})$, and we have put $\rho_{0}=0$, i.e., we assume that the system has no macroscopic occupation of the $\mathbf{k}=0$ state. The first term is nonnegative. By the convolution theorem for Fourier transforms and the assumption that $\tilde{v}(\mathbf{x})>0$, the second term is also nonnegative:

$$
\begin{equation*}
\frac{1}{2} \int_{V}|\tilde{g}(\mathbf{x})|^{2} \tilde{v}(\mathbf{x}) d \mathbf{x} \geq 0 \tag{5.21}
\end{equation*}
$$

where $\tilde{g}(\mathbf{x})$ is the Fourier transform of $g(\mathbf{k})$. Thus the only solution to the integral equation (3.31) is $h(\mathbf{k})=0$ (all $\mathbf{k}$ ), which means $\beta_{\mathbf{k}}^{2}=0$ according to (3.24), and therefore

$$
\begin{equation*}
\langle\Omega| \sum_{\mathbf{k}} a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}}|\Omega\rangle=0, \tag{5.22}
\end{equation*}
$$

in contradiction to the fundamental requirement (1.4). Thus the assumption of no condensation is untenable. These results appear to be contradictory. Further, it is ill-advised to try to avoid this contradiction by

[^93]supposing that $D<0$, for, according to (4.25), in the low density limit $D \approx 1$. Thus, in conclusion, it appears that the operator replacement (1.1) loses its usefulness for a purely repulsive potential, for example, of the Yukawa type.

## VI. A WEAK COUPLING MODEL

In this section we express the stability conditions (5.1)-(5.4) in terms of the parameters of a simple potential of the form

$$
\begin{equation*}
v(\mathbf{k})=A\left(k^{2}+\kappa^{2}\right)^{-1}+B\left(k^{2}+\lambda^{2}\right)^{-1} \tag{6.1}
\end{equation*}
$$

corresponding to the configuration space potential $\tilde{v}(\mathrm{r})=(4 \pi r)^{-1} \cdot\left(A e^{-\kappa r}+B e^{-\lambda r}\right)$. We find that there exists a range of parameters for which the stability conditions can in fact be satisfied. In accordance with the lemma of the previous section, that a purely repulsive potential cannot satisfy (5.4) and (5.5) simultaneously, we can expect that one of the constants $A$ and $B$ must be negative. Although the precise requirements on $A$ and $B$ are determined later in this section, we can at present require that

$$
\begin{gather*}
x+y>0  \tag{6.2a}\\
|x| \approx|y| \leqslant 1 \tag{6.2b}
\end{gather*}
$$

where ${ }^{43}$

$$
\begin{equation*}
x=\lambda m A /\left(4 \pi \kappa^{2}\right), \quad y=m B /(4 \pi \lambda) \tag{6.3}
\end{equation*}
$$

Equation (6.2a) ensures that $v(0)>0 ;|x| \approx|y|$ is suggested by the above lemma; and the requirement $|x|,|y| \leqslant 1$ ensures that the attractive component of $\tilde{v}(\mathbf{r})$ is not sufficiently strong to allow any two-body bound states. Further, to simplify the later analysis we assume that

$$
\begin{equation*}
\lambda \gg \kappa . \tag{6.4}
\end{equation*}
$$

Finally the assumption of "weak coupling" is characterized by the requirement

$$
\begin{equation*}
z=m \rho_{0} B / \kappa^{2} \lambda^{2} \ll 1 . \tag{6.5}
\end{equation*}
$$

We begin the analysis by obtaining approximate solutions of the integral equations (3.30) and (3.31) for $f(\mathbf{k})$ and $h(\mathbf{k})$, respectively. The former equation may be written as

$$
\begin{equation*}
f(\mathbf{k})=k^{2} /(2 m)+\rho_{0}[v(\mathbf{k})-v(0)]+f(0)+\delta f(\mathbf{k}) \tag{6.6}
\end{equation*}
$$

where

$$
\begin{gather*}
f(0)=\rho_{0} v(0)+\frac{1}{2}(2 \pi)^{-3} \int d \mathbf{p} v(\mathbf{p}) h(\mathbf{p}) / \epsilon(\mathbf{p}),  \tag{6.7}\\
\delta f(\mathbf{k})=\frac{1}{2}(2 \pi)^{-3} \int d \mathbf{p}[v(\mathbf{p}-\mathbf{k})-v(\mathbf{p})]\left[\frac{f(\mathbf{p})}{\epsilon(\mathbf{p})}-1\right] . \tag{6.8}
\end{gather*}
$$

[^94]We show very shortly that, as long as (6.2)-(6.5) are satisfied, it is a good approximation to write

$$
\begin{align*}
f(\mathbf{k}) & =k^{2} /(2 m)+f(0)+\rho_{0}[v(\mathbf{k})-v(0)]  \tag{6.9}\\
\epsilon(\mathbf{k}) & =\epsilon(0)+k^{2} /(2 m) \tag{6.10}
\end{align*}
$$

Specifically, our procedure in the following is to utilize (6.10) in order to solve (3.31) for $h(\mathbf{k})$, and then using this result, we show that (6.9) and (6.10) are valid.

In Appendix $C$ we show, using (6.10), that when (6.2)-(6.5) are satisfied, the following is a good approximate solution of (3.31):

$$
\begin{equation*}
h(\mathbf{k})=h^{(0)}(\mathbf{k})+h^{(1)}(\mathbf{k}) \tag{6.11}
\end{equation*}
$$

where

$$
\begin{equation*}
h^{(0)}(\mathbf{k})=\rho_{0} v(\mathbf{k}), \quad h^{(1)}(\mathbf{k})=\frac{-y}{1+(y / \tau)} \frac{\rho_{0} B}{k^{2}+(\tau \lambda)^{2}} \tag{6.12}
\end{equation*}
$$

and $\tau=1.62$. One can then easily verify that

$$
\begin{align*}
& \frac{1}{2}(2 \pi)^{-3} \int d p v(\mathbf{p}) h^{(0)}(\mathbf{p}) / \epsilon(\mathbf{p}) \\
& \quad=(2 m)^{-1} \kappa^{2} z y[1+O(\kappa / \lambda)], \\
& \quad \begin{array}{l}
\frac{1}{2}(2 \pi)^{-s} \int d p v(\mathbf{p}) h^{(1)}(\mathbf{p}) / \epsilon(\mathbf{p}) \\
\quad=-2(2 m)^{-1} \kappa^{2} z y^{2}(\tau+1)^{-1}(\tau+y)^{-1}[1+O(\kappa / \lambda)]
\end{array}
\end{align*}
$$

In the following we avoid writing the error terms since $\lambda \gg \kappa$. Combining (6.7) and (6.11)-(6.14) we have

$$
\begin{align*}
& f(0)+h(0)=2 \rho_{0} v(0)+\left(\frac{\kappa^{2}}{2 m}\right) z y \frac{0.38+0.24 y}{1.62+y}  \tag{6.15}\\
& f(0)-h(0)=\left(\frac{\kappa^{2}}{2 m}\right) z y \frac{2.85+0.24 y}{1.62+y} \tag{6.16}
\end{align*}
$$

The second term on the right-hand side of (6.15) is the error due to the approximations (6.9) and (6.10) [see (5.5)]. Thus to ensure the validity of the present method we require that

$$
\begin{equation*}
\frac{B}{\lambda^{2}} y\left(\frac{0.19+0.12 y}{1.62+y}\right) \ll 2 v(0) \tag{6.17}
\end{equation*}
$$

Finally, according to (3.25), $\epsilon(0)$ is given by $\left[f(0)^{2}-\right.$ $\left.h(0)^{2}\right]^{\frac{1}{2}}$.

The validity of (6.10) is now easily established. Using (6.9) and (6.11), for values of $k \ll \kappa$ one finds

$$
f(\mathbf{k}) \pm h(\mathbf{k})=f(0) \pm h(0)+\left(k^{2} / 2 m\right)[1+O(z)]
$$

so that in this range (6.10) is a good approximation. Further, for values of $k \geqslant \kappa$, the term $k^{2} / 2 m$ in
(6.9) dominates all other terms, and thus (6.10) is valid in this range as well.

Concerning the validity of (6.9) as an approximation to the exact expression (6.6), we find that the term $\delta f(k)$ is ignorable as compared to $f(0)$ and $k^{2} /(2 m)$ when $k \leqslant \kappa / 5$ and $k \geqslant \kappa$, respectively. In particular, for $k \leqslant \kappa / 5$, direct evaluation of the integral in (6.8) using (6.9) and (6.10) shows that

$$
|\delta f(\mathbf{k})| \leq f(0)\left(k^{2} / \kappa^{2}\right) O(\kappa / \lambda)
$$

We now proceed to study the stability conditions (5.1)-(5.4). In the following it suffices to approximate $\gamma_{+}(k) \pm \gamma_{-}(k)$ [see (4.10) and (4.11)] by

$$
\begin{gather*}
\gamma_{+}(\mathbf{k})-\gamma_{-}(\mathbf{k})=v(\mathbf{k}) \approx v(0)  \tag{6.18}\\
\gamma_{+}(\mathbf{k})+\gamma_{-}(\mathbf{k}) \approx v(0)[1+\Delta / \epsilon(\mathbf{k})] \tag{6.19}
\end{gather*}
$$

where

$$
\begin{equation*}
\Delta=f(0)-\epsilon(0)-2 h(0) \tag{6.20}
\end{equation*}
$$

These approximations are valid because of the presence of the factor $\left[4 \epsilon(k)^{2}-\omega_{0}^{2}\right]^{-1}$ in (4.25), (5.3), and (5.4) which is a very rapidly decreasing function of $k$ as compared to $v(\mathbf{k})$ or $h(\mathbf{k})$. Thus (4.25) may be written as

$$
\begin{array}{r}
D=1+\frac{m \rho_{0} v(0)^{2}}{2 \pi^{2}} \int_{0}^{\infty} d k\left(\frac{1}{2 \epsilon(\mathbf{k})-\omega_{0}}+\frac{1}{2 \epsilon(\mathbf{k})+\omega_{0}}\right) \\
\times\left(1+\frac{\Delta}{\epsilon(\mathbf{k})}\right) \tag{6.21}
\end{array}
$$

The integral is readily evaluated using (6.10) [assume for the moment that (5.2) is satisfied so that the integrand is well behaved over the entire range of integration], and the result is

$$
\begin{equation*}
D=1+O\left[\frac{\kappa}{\lambda} z^{\frac{1}{2}} y^{\frac{3}{2}}\left(\frac{v(0)}{B \lambda^{-2}}\right)^{\frac{3}{2}}\right] \tag{6.22}
\end{equation*}
$$

Recalling (6.2), (6.4), (6.5), and the fact that $v(0)<|B| \lambda^{-2}$, it suffices to take $D=1$, and thus the stability condition (5.1) is satisfied.

We now turn to the stability condition (5.3). An analysis similar to the above shows that the leading contribution to the integral in (5.3) can be obtained by substituting $\gamma_{+}(\mathbf{k})+\gamma_{-}(\mathbf{k})=v(\mathbf{k})$ and $\omega_{0}=0$. Combining (4.24), (5.3), and our previous result (6.22) we have

$$
\begin{equation*}
f_{0}+h_{0} \approx 2 \rho_{0} v(0)-\frac{\rho_{0}}{V} \sum_{\mathbf{k}}^{\prime} \frac{v(\mathbf{k})^{2}}{\epsilon(\mathbf{k})} \tag{6.23}
\end{equation*}
$$

Recalling (6.13) we obtain

$$
\begin{equation*}
f_{0}+h_{0}=2 \rho_{0} v(0)-\left(\kappa^{2} / m\right) z y \tag{6.24}
\end{equation*}
$$

At the same time we note that with the aid of (6.11) and (6.12) we can write (5.4) as

$$
f_{0}-h_{0} \approx \frac{1}{V} \sum_{\mathbf{k}} \frac{v(\mathbf{k}) h^{(1)}(\mathbf{k})}{\epsilon(\mathbf{k})}-\frac{1}{4} \omega_{0}^{2} \rho_{0} \frac{1}{V} \sum_{\mathbf{k}}^{\prime} \frac{v(\mathbf{k})^{2}}{\epsilon(\mathbf{k})^{3}}
$$

Recalling the identity $\omega_{0}^{2}=\left(f_{0}-h_{0}\right)\left(f_{0}+h_{0}\right)$ and (6.14), it follows that

$$
\begin{aligned}
&\left(f_{0}-h_{0}\right)\left\{1+o\left[\left(\frac{v(0)}{B \lambda^{-2}}\right)^{2} \frac{\sigma}{\lambda}\right]\right\} \\
&=-2 \frac{\kappa^{2}}{m} \frac{z y^{2}}{(\tau+1)(\tau+y)}
\end{aligned}
$$

where $\sigma=[2 m \epsilon(0)]^{\frac{1}{2}}$. Now using (6.15)-(6.17) one easily finds that $\sigma / \lambda \ll \sigma / \kappa \ll 1$. This result, in conjunction with the inequality $v(0)<|B| \lambda^{-2}$, leads to

$$
\begin{equation*}
f_{0}-h_{0}=-2\left(\kappa^{2} / m\right)\left[z y^{2} /(\tau+1)(\tau+y)\right] \tag{6.25}
\end{equation*}
$$

The $\mathbf{k}=0$ stability conditions require that both (6.24) and (6.25) are positive. Since the parameters $y$ and $z$ have the same sign, it follows from (6.25) that

$$
\begin{equation*}
-\tau<y<0 . \tag{6.26}
\end{equation*}
$$

Equation (6.24) rewritten as

$$
f_{0}+h_{0}=2\left(\kappa^{2} / m\right) z y^{-1}\left[x+y\left(1-\frac{1}{2} y\right)\right]
$$

provides the added restrictions

$$
\begin{gather*}
x>0  \tag{6.27}\\
1-(1+2 x)^{\frac{1}{2}}<y<0 . \tag{6.28}
\end{gather*}
$$

The requirements $x>0, y<0$ imply that the short-range component of the potential $\tilde{v}(\mathbf{x})$ must be attractive and the long-range part repulsive. Note further that because of (6.2b) the lower bound on $y$ is actually provided by (6.28) rather than by (6.26).

Finally, we turn to the last of the stability conditions (5.2). This condition, however, is automatically satisfied when (6.28) is satisfied, as is readily seen using (6.5), (6.16), (6.24), and (6.25).

Summarizing, in the case of the pair Hamiltonian model when the potential is of the form (6.1) and the restrictions (6.2)-(6.5) and (6.27)-(6.28) are satisfied, then the stability conditions (5.1)-(5.4) are satisfied. We have thus explicitly demonstrated that the stability conditions can in certain cases be satisfied.

## VII. THE FULL HAMILTONIAN

We now turn to the question of the existence of a B.E. condensation in a system of $N$ pairwise interacting bosons described by the complete Hamiltonian

$$
\begin{equation*}
\mathscr{H}=\sum_{\mathbf{p}}\left(p^{2}-\mu\right) a_{\mathrm{p}}^{\dagger} a_{\mathrm{p}}+(2 V)^{-1} \sum_{\mathbf{k}, \mathrm{p}, \mathbf{z}} v(\mathbf{k}) a_{\mathrm{p}+\mathbf{k}}^{\dagger} a_{\mathbf{z}-\mathbf{k}}^{\dagger} a_{\mathbf{z}} a_{\mathrm{p}} \tag{7.1}
\end{equation*}
$$

Only a small subclass of the interaction terms of (7.1) are included in the pair Hamiltonian (3.1) which we have been studying in the previous sections. Again we ask: Does the system described by (7.1) undergo
a B.E. condensation? In addition, what is the order of magnitude of the operators $c^{(\dagger)}$ defined by (1.1)? By tentatively assuming the existence of a condensation, we use the operator replacement (1.1) to follow the program outlined in Sec. II. First, the Hamiltonian $\mathscr{H}_{B}$ of the particles outside the condensate is diagonalized by truncating it in the manner introduced by Bogoliubov. ${ }^{3}$ The effective condensate Hamiltonian $\Lambda_{0}$ is constructed using the perturbation method of Appendix A. Then we use an invariance argument as supplemented by a result from Green function theory to indicate that this approximate result already has the characteristic features one would expect of the exact condensate Hamiltonian. We then find that in the low-density limit the Hamiltonian $\Lambda_{0}$ is diagonal in the occupation number representation of $a_{0}^{\dagger} a_{0}$ but not of $c^{\dagger} c$. Some discussion is also given regarding systems of moderate density.

## A. Perturbation Calculation of $\Lambda_{\mathbf{0}}$

Following the program of Sec. II, we split the Hamiltonian (7.1) into three parts $\mathfrak{K}_{B}, \mathcal{X}_{C}$, and $\mathcal{K}_{I}$ which describe the system of particles outside the condensate, the condensate, and their mutual interaction, respectively. The Hamiltonian $\mathscr{H}_{B}$ is written as

$$
\begin{equation*}
\mathscr{X}_{B}=\mathfrak{X}_{B}^{0}+\mathfrak{X}_{B}^{\prime}, \tag{7.2}
\end{equation*}
$$

where the first term is identical with (3.8), i.e.,
$\mathcal{K}_{B}^{0}=\bar{W}+\sum_{\mathbf{k}}^{\prime}\left\{[\chi+f(\mathbf{k})] a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}}\right.$

$$
\begin{equation*}
\left.+\frac{1}{2} h(\mathbf{k})\left(a_{\mathbf{k}} a_{-\mathbf{k}}+a_{-\mathbf{k}}^{\dagger} a_{\mathbf{k}}^{\dagger}\right)\right\} \tag{7.3}
\end{equation*}
$$

and the second term is

$$
\begin{align*}
\mathfrak{F}_{B}^{\prime}= & N_{0}^{1} V^{-1} \sum_{\substack{(\mathbf{p}, \mathbf{k} \\
(\underline{k} \neq 0)}} v(\mathbf{k})\left(a_{\mathbf{p}+\mathbf{k}}^{\dagger} a_{\mathrm{p}} a_{\mathbf{k}}+\text { H.c. }\right) \\
& +(2 V)^{-1} \sum_{\substack{\mathbf{k} \\
(\mathbf{k}-\mathbf{k}, \mathbf{p}+\mathbf{k} \neq 0)}} \sum^{\prime} v(\mathbf{k}): a_{\mathbf{p}+\mathbf{k}}^{\dagger} a_{\mathbf{k}-\mathbf{k}}^{\dagger} a_{\mathrm{p}} a_{\mathbf{z}}: . \tag{7.4}
\end{align*}
$$

Here the symbol: $\cdots:$ means the normal product in the $b$ representation as defined by a Bogoliubov transformation (3.22), whose coefficients are determined below. For instance,

$$
\begin{align*}
: a_{\mathrm{p}} a_{\mathrm{g}}:= & \alpha_{\mathrm{p}} \alpha_{\mathrm{g}} b_{\mathrm{p}} b_{\mathrm{g}}+\alpha_{\mathrm{p}} \beta_{\mathrm{g}} b_{-\mathrm{z}}^{\dagger} b_{\mathrm{p}} \\
& \quad+\beta_{\mathrm{p}} \alpha_{\mathbf{g}} b_{-\mathrm{p}}^{\dagger} b_{\mathrm{g}}+\beta_{\mathrm{p}} \beta_{\mathrm{g}} b_{-\mathrm{p}}^{\dagger} b_{-\mathbf{z}}^{\dagger} \\
= & a_{\mathrm{p}} a_{\mathrm{g}}-\alpha_{\mathrm{p}} \beta_{\mathrm{p}} \delta_{\mathrm{D} \cdot-\mathrm{g}} . \tag{7.5}
\end{align*}
$$

Further, in Eqs. (3.11) and (3.12), which define the $c$ number coefficients in (7.3), we have to put

$$
\begin{equation*}
\xi_{\mathbf{k}}=\beta_{\mathbf{k}}^{\mathbf{2}}, \quad \eta_{\mathbf{k}}=\alpha_{\mathbf{k}} \beta_{\mathbf{k}} . \tag{7.6}
\end{equation*}
$$

The condensate part $\mathscr{H}_{C}$ of the Hamiltonian (7.1) need not be written down here because it has exactly the same form as its pair Hamiltonian counterpart
(3.13). Finally, the interaction part of $X e$ is given by

$$
\begin{align*}
\mathscr{K}_{I} & =\left[\left(J_{1}+J_{2}+J_{3}\right) N_{0}^{\frac{1}{2}} c+\text { H.c. }\right] \\
& +\left(J_{1}-\Delta f_{0}\right) c^{\dagger} c+\left[\frac{1}{2}\left(J_{2}-\Delta h_{0}\right) c c+\text { H.c. }\right] \tag{7.7}
\end{align*}
$$

where

$$
\begin{align*}
& J_{1}=V^{-1} \sum_{\mathbf{k}}^{\prime}[v(0)+v(\mathbf{k})]: a_{k}^{\dagger} a_{k}:  \tag{7.8}\\
& J_{2}=V^{-1} \sum_{k}^{t} v(\mathbf{k}): a_{\mathbf{k}}^{\dagger} a_{-\mathbf{k}}^{\dagger}  \tag{7.9}\\
& J_{3}=N_{0}^{-\frac{1}{2} V^{-1}} \sum_{\substack{\mathbf{k} \neq p \\
(p+\mathbf{k} \neq 0)}} v(\mathbf{k}) a_{\mathrm{p}+\mathrm{k}}^{\dagger} a_{-k}^{\dagger} a_{\mathrm{p}} \tag{7.10}
\end{align*}
$$

Comparison with the pair interaction (3.3) shows that the term carrying $J_{3}$ is the new addition in $\mathscr{H}_{I}$.

The first step of our program is to diagonalize $\mathscr{H}_{B}$. Restricting our attention to the low-density limit,

$$
\begin{equation*}
\kappa=\left[\rho_{0} v(0)^{3}\right]^{\frac{1}{2}} \ll 1 \tag{7.11}
\end{equation*}
$$

and assuming that the potential $v(k)$ is slowly varying for $k \leqslant\left[\rho_{0} v(0)\right]^{\frac{1}{2}}$, we follow Bogoliubov's procedure ${ }^{3}$ of taking as a crude substitute for $\mathcal{H}_{B}$ :
$H_{B}=\sum_{\mathbf{k}}^{\prime}\left[f(\mathbf{k}) a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}}+\frac{1}{2} h(\mathbf{k})\left(a_{\mathbf{k}} a_{-\mathbf{k}}+a_{-\mathbf{k}}^{\dagger} a_{\mathbf{k}}^{\dagger}\right)\right]$,
where

$$
\begin{equation*}
f(\mathbf{k})=k^{2}+\rho_{0} v(\mathbf{k}), \quad h(\mathbf{k})=\rho_{0} v(\mathbf{k}) \tag{7.13}
\end{equation*}
$$

The chemical potential has been chosen so as to eliminate the terms linear in $c^{(t)}$ in $\mathscr{H}_{C}$ [see (3.14)]. That is, we choose $\chi=0$, or

$$
\begin{equation*}
\mu=\left(\rho_{0}+V^{-1} \sum_{\mathbf{k}}^{\prime} \xi_{\mathbf{k}}\right) v(0)+V^{-1} \sum_{\mathbf{k}}^{\prime}\left(\xi_{\mathbf{k}}+\eta_{\mathbf{k}}\right) v(\mathbf{k}) \tag{7.14}
\end{equation*}
$$

Note that two approximations have been made to obtain (7.12): First, we have neglected all terms in $f(\mathbf{k})$ and $h(\mathbf{k})$ of (3.11) and (3.12), respectively, that involve momentum summations; Second, we have ignored $\mathscr{H}_{B}^{\prime}$. All the effects of these terms are known to be vanishingly small in the low-density limit. ${ }^{4}$ Assuming that the $\mathbf{k} \neq 0$ stability condition,

$$
\begin{equation*}
v(\mathrm{k})>0 \quad(\text { all } \mathrm{k}), \tag{7.15}
\end{equation*}
$$

is satisfied, the diagonalization of (7.12) is achieved by the Bogoliubov transformation (3.22)-(3.25) in conjunction with (7.13). The ground state $\left|\Omega_{B}\right\rangle$ of $H_{B}$ is the no-particle state of $b_{k}$ [see (3.26)], and the excitation energy is given by

$$
\begin{equation*}
\epsilon(\mathbf{k})=k\left[k^{2}+2 \rho_{0} v(\mathbf{k})\right]^{\frac{1}{2}} \tag{7.16}
\end{equation*}
$$

We now proceed to apply the perturbation theory of Appendix A to construct the effective condensate Hamiltonian $\Lambda_{0}$ associated with the ground state $\left|\Omega_{B}\right\rangle$ for the particles outside the condensate. The calculation is identical to that of Sec. IV for the pair-Hamiltonian model, since in the low-density
limit (7.11) we can ignore the term in $\mathscr{H}_{I}$ involving $J_{3}$. This follows because the inclusion of $J_{3}$ in the perturbation calculation leads to three-particle intermediate states $|\mathbf{p}+\mathbf{k},-\mathbf{k},-\mathbf{p}\rangle$ and thus to twofold momentum summations whose values are small, since when (7.11) applies, most of the particles have low momentum. We can therefore borrow the results of Sec. IV and in particular, the effective condensate Hamiltonian $\Lambda_{0}$ is given by (4.19)-(4.25). When we use (7.13) for $f(\mathbf{k})$ and $h(\mathbf{k})$, Eqs. (4.23) and (4.25) become

$$
\begin{align*}
& f_{0}-h_{0}=-\omega_{0}^{2} \frac{\rho_{0}}{D(2 \pi)^{3}} \int d \mathbf{k} \frac{v(\mathbf{k})^{2}}{\epsilon(\mathbf{k})\left[4 \epsilon(\mathbf{k})^{2}-\omega_{0}^{2}\right]},  \tag{7.17}\\
& D=1+2 \rho_{0} \frac{1}{(2 \pi)^{3}} \int d \mathbf{k} \frac{v(\mathbf{k})^{2}}{\epsilon(\mathbf{k})} \frac{\left(k^{2}-\rho_{0} v(0)\right)}{\left[4 \epsilon(\mathbf{k})^{2}-\omega_{0}^{2}\right]} . \tag{7.18}
\end{align*}
$$

Notice that if $\omega_{0}=0$, the integrals in (7.17) and (7.18) have an infrared divergence, because according to (7.16)

$$
\epsilon(\mathbf{k}) \underset{k \rightarrow 0}{\longrightarrow} c k
$$

where

$$
\begin{equation*}
c=\left[2 \rho_{0} v(0)\right]^{\frac{1}{2}} \tag{7.19}
\end{equation*}
$$

is the sound velocity in the present approximation. Nevertheless, the product of $D^{-1}$ and the integral in (7.17) is finite. Furthermore, according to (4.14), $\omega_{0}^{2}=\left(f_{0}-h_{0}\right)\left(f_{0}+h_{0}\right)$ so that a consistent solution of (7.17) is

$$
\begin{equation*}
f_{0}-h_{0}=0 \tag{7.20}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\omega_{0}=0 \tag{7.21}
\end{equation*}
$$

A similar analysis of $f_{0}+h_{0}$ [see (4.24)] using (7.21) shows that

$$
\begin{equation*}
f_{0}+h_{0}=c^{2}=2 \rho_{0} v(0) \tag{7.22}
\end{equation*}
$$

This calculation shows the importance of the denominator $D$, a quantity which has emerged from our perturbation scheme in a very natural manner. A corresponding treatment of the infrared divergence was given by Gavoret and Nozières. ${ }^{23}$ An interesting feature here is that despite the special treatment required for the $\mathbf{k}=0$ mode, $f_{0}+h_{0}$ is smoothly connected ${ }^{44}$ to $f(\mathbf{k})+h(\mathbf{k})=k^{2}+2 \rho_{0} v(0)$, [see (7.12)], for $k \rightarrow 0$.
Substitution of the coefficients (7.20) and (7.22) into (4.20) yields as the effective condensate Hamiltonian

$$
\begin{equation*}
\Lambda_{0}=\Lambda_{0}^{0}+\Lambda_{0}^{\prime}, \tag{7.23}
\end{equation*}
$$

[^95]where
\[

$$
\begin{gather*}
\Lambda_{0}^{0}=(4 M)^{-1}\left(c+c^{\dagger}\right)^{2}+W_{0}-(4 M)^{-1}  \tag{7.24}\\
M^{-1}=c^{2}=2 \rho_{0} v(0) \tag{7.25}
\end{gather*}
$$
\]

and the lowest-order approximation for $\Lambda_{0}^{\prime}$ is given by (4.21).

A remark is in order about the consistency of the above treatment. Since we have employed crude approximate expressions for $f(\mathbf{k})$ and $h(\mathbf{k})$ in the diagonalization of $\mathscr{H}_{B}$, one could fear that (7.23)(7.25), our second-order result for $\Lambda_{0}$, is marred by errors in the zeroth- and the first-order calculations. However, our perturbation method of constructing $\Lambda_{0}$ ensures that the second-order result is the same as the zeroth-order condensate Hamiltonian $\mathcal{H}_{C}$ of (3.13). Thus the second-order calculation is meaningful.

## B. General Considerations

The effective condensate Hamiltonian $\Lambda_{0}$ which obtains in the low-density limit (7.11) is given by (7.23). Among those steps taken to obtain this result we set $\chi=0$ so as to eliminate the term $\chi N_{0}^{\frac{1}{2}}\left(c+c^{\dagger}\right)$ of (3.14). If this additional term were present in $\Lambda_{0}$ the ground state expectation value of $c^{(\dagger)}$ would be $O\left(N_{0}^{\frac{1}{2}}\right)$ in violation of the assumption underlying the use of the operator replacement (1.1). In this subsection we show that results similar to the above obtain when we remove the restriction to low-density systems. In particular, we show that $\Lambda_{0}$ is given by

$$
\begin{equation*}
\Lambda_{0}=\Lambda_{0}^{0}+\Lambda_{0}^{\prime} \tag{7.26}
\end{equation*}
$$

where the most general form of $\Lambda_{0}^{0}$ is

$$
\begin{align*}
\Lambda_{0}^{0}=\frac{1}{2} M\left(\rho_{0}, \mu\right)^{-1} p^{2} & +2^{\frac{1}{2}} \chi\left(\rho_{0}, \mu\right) N_{0}^{\frac{1}{2}} p \\
& +U(\mathrm{~g})+w_{0}\left(\rho_{0}, \mu\right) N_{0} \tag{7.27}
\end{align*}
$$

and where $p$ and $g$ are the canonical variables defined by (1.10), and $\Lambda_{0}^{\prime}$ is such that the coefficients of its operator part vanish in the volume limit ( $N_{0}, N$, $V \rightarrow \infty ; N_{0} / V, N / V$ finite). The quantities $M, \chi$, and $w_{0}$ are $c$ number functions of $O(1)$ dependent upon $\rho_{0}$ and $\mu$, while $U(g)$ is an arbitrary function of $g$. The "physical" values of $\rho_{0}$ and $\mu$ are determined by the requirements (1.4) and

$$
\begin{equation*}
\chi\left(\rho_{0}, \mu\right)=0, \tag{7.28}
\end{equation*}
$$

thereby ensuring that (1.3) is satisfied and that $c^{(\dagger)}=o\left(N_{0}^{\frac{1}{2}}\right)$.

In order to prove the above proposition, let the result of the exact calculation for $\Lambda_{0}^{0}$ obtained by using the replacement (1.1) be

$$
\begin{equation*}
\Lambda_{0}^{0}=F\left(p, g ; \rho_{0}, \mu\right) . \tag{7.29}
\end{equation*}
$$

Now suppose that we use $N_{0}^{\frac{1}{2}}-\xi$ and $c+\xi$ in place of $N_{0}^{\frac{1}{2}}$ and $c$ in (1.1), that is,

$$
\begin{equation*}
N_{0}^{\frac{1}{2}} \rightarrow N_{0}^{\frac{1}{2}}-\xi, \quad c \rightarrow c+\xi, \tag{7.30}
\end{equation*}
$$

where $\xi$ is a $c$ number of $O(1)$. Construction of the effective condensate Hamiltonian must go through in exactly the same way as previously for $\xi=0$, so that the result will be

$$
\begin{equation*}
\left(\Lambda_{0}^{0}\right)^{\prime}=F\left(p+2^{\frac{1}{2}} \xi, g, \rho_{0}-2 \xi N_{0}^{\frac{1}{2}} V^{-1}, \mu\right) . \tag{7.31}
\end{equation*}
$$

But once we determine $\rho_{0}$ and $\mu$ by (1.3) and (1.4), the two results, (7.29) and (7.31), must coincide since the transformation (7.30) does not change the operator $c$ nor the $c$ number $N_{0}^{\frac{1}{0}}$ with regard to their relation to $a_{0}$. That is to say, the condensate Hamiltonian must be invariant under the transformation (7.30):

$$
\begin{equation*}
F\left(p, g ; \rho_{0}, \mu\right)=F\left(p+2^{\frac{1}{2}} \xi, g ; \rho_{0}-2 \xi N_{0}^{\frac{1}{2}} V^{-1}, \mu\right) \tag{7.32}
\end{equation*}
$$

when $\rho_{0}$ and $\mu$ take on their physical values, and when $N_{0} \rightarrow \infty$.

It can easily be seen that in the limit $N_{0} \rightarrow \infty$ the invariance condition (7.31) is satisfied by (7.27) if and only if

$$
\begin{gather*}
M\left(\rho_{0}, \mu\right)^{-1}=2 \rho_{0} \partial \chi\left(\rho_{0}, \mu\right) / \partial \rho_{0} \\
=2 \rho_{0} \partial^{2}\left[\rho_{0} w_{0}\right] / \partial \rho_{0}^{2},  \tag{7.33}\\
\partial\left[\rho_{0} w_{0}\left(\rho_{0}, \mu\right)\right] / \partial \rho_{0}=0, \tag{7.34}
\end{gather*}
$$

where the functions are to be evaluated for the values of $\mu$ and $\rho_{0}$ which satisfy (7.28). The last condition (7.34) simply means that the condensate density $\rho_{0}$ should be determined so as to minimize $W_{0}=w_{0} \rho_{0} V$, the ground state energy of $\Lambda_{0}^{0}$. Reference to (3.10), (3.14), and the expression for $\chi$ following (3.15) shows that in the low-density limit $w_{0}=\frac{1}{2} \rho_{0} v(0)-\mu$ and $\chi=-\mu+\rho_{0} v(0)$. In this case (7.33) and (7.34) are obviously satisfied.

The above discussion shows that a condensate Hamiltonian of the form (7.27) can satisfy the invariance requirement (7.32). The point is that the change in the Hamiltonian induced by the transformation $c \rightarrow c+\xi$ is a linear form of $c$ which can be counterbalanced by the changes in $\chi$ and $w_{0} N_{0}$ induced by $N_{0}^{\frac{1}{2}} \rightarrow N_{0}^{\frac{1}{2}}-\xi$. In general, a Hamiltonian $\Lambda_{0}^{0}=F\left(p, g ; \rho_{0}, \mu\right)$ can satisfy (7.32) only when it is invariant modulo a linear form $L$ of $p$ under the transformation $p \rightarrow p+2^{\frac{1}{2}} \xi$. The coefficients of the linear form $L$ must be independent of $q$. Hence $\partial^{2} F / \partial p^{2}$ must be invariant under $p \rightarrow p+2^{\frac{1}{2} \xi}$. Thus $F$ must be of the form

$$
F=a\left(g ; \rho_{0}, \mu\right) p^{2}+b\left(g ; \rho_{0}, \mu\right) p+c\left(g ; \rho_{0}, \mu\right)
$$

Finally, the linear form $L$ is independent of $g$ and so the same must be true of the coefficients $a$ and $b$. This completes the proof that (7.27) is the most general form for the condensate Hamiltonian in the volume limit. Incidentally, (7.33) shows that $a\left(\rho_{0}, \mu\right)=\frac{1}{2} M^{-1}$ is to be identified with the self-energy part $\Sigma_{2}(\mathbf{k}, \omega)$ at $\mathbf{k}=\omega=0$; cf. Eqs. (107) and (131) of Ref. 22.

Concerning the potential term $U(g)$ of (7.27), some information is provided by Green function theory, to the effect that in a many-boson system described by the full Hamiltonian, the one- and two-particle excitation energies vanish in the low-momentum limit. ${ }^{5,23}$ If the interparticle potential $v(k)$ is not singular at $k=0$, it can be shown that the excitation spectrum of the full Hamiltonian is continuous down to zero momentum ${ }^{45}$ so that the one- and twoparticle condensate excitation energy should be zero. In other words, no energy gap separates the ground state from excited states. On this basis, one could expect that the Hamiltonian $\Lambda_{0}^{0}$ has no normalizable ground state. The result (7.24) obtained with the aid of our perturbation method is in accordance with this expectation.

It may happen, however, that the "infinitesimal" part $\Lambda_{0}^{\prime}$ of the condensate Hamiltonian supplies some terms which are in the nature of a restoring-force potential and which will make the ground state normalizable and the excitation spectrum discrete. In view of the volume dependence of $\Lambda_{0}^{\prime}$ we can expect that the energy gap between the ground state and the states of one- or two-particle excitations will vanish asymptotically as $V \rightarrow \infty$. In the next subsection we illustrate this possibility by employing the lowestorder approximation for $\Lambda_{0}^{\prime}$.

## C. Ground State of the Condensate

In order to obtain some idea about the nature of the ground state of the condensate we restrict our attention to the low-density limit so that $\Lambda_{0}^{0}$ and $\Lambda_{0}^{\prime}$ are given by (7.24) and (7.25), and (3.15), respectively. Thus we study

$$
\begin{align*}
\Lambda_{0} & =(4 M)^{-1}\left(c+c^{\dagger}\right)^{2} \\
& +\rho_{0} v(0)\left[N_{0}^{-\frac{1}{2}}\left(c^{\dagger} c c+c^{\dagger} c^{\dagger} c\right)+\frac{1}{2} N_{0}^{-1} c^{\dagger} c^{\dagger} c c\right] \tag{7.35}
\end{align*}
$$

where we have ignored the $c$ number term $W_{0}-(4 M)^{-1}$ of (7.24). Using (7.25) we can rewrite (7.35) in terms of the original operators $a_{0}^{(\dagger)}$ for the $k=0$ particles as

$$
\begin{equation*}
\Lambda_{0}=\frac{1}{2} N_{0}^{-1} \rho_{0} v(0)\left[\left(a_{0}^{\dagger} a_{0}-N_{0}-\frac{1}{2}\right)^{2}-\frac{1}{4}\right] \tag{7.36}
\end{equation*}
$$

The form of (7.36) shows (i) that the stability condition for the condensate is $v(0)$, just as for states $\mathbf{k} \neq 0$, and

[^96](ii) that when this condition is satisfied the ground state of $\Lambda_{0}$ is given by the eigenstate of $a_{0}^{\dagger} a_{0}$ with the eigenvalue $N_{0}$ or $N_{0}+1$. In general we can write
\[

$$
\begin{equation*}
\left.\left.\left|\Omega_{c}\right\rangle=\alpha_{1} \mid N_{0}+1\right)+\alpha_{0} \mid N_{0}\right) \tag{7.37}
\end{equation*}
$$

\]

the notation here is self-explanatory.
With this form for $\left|\Omega_{c}\right\rangle$ it becomes impossible to satisfy (1.3) since

$$
\begin{align*}
\left(\Omega_{c} \mid a_{0}\right. & \left.\left.-N_{0}^{\frac{1}{2}} \right\rvert\, \Omega_{c}\right) \\
& =\alpha_{0}^{*} \alpha_{1}\left(N_{0}+1\right)^{\frac{1}{2}}-\left(\left|\alpha_{0}\right|^{2}+\left|\alpha_{1}\right|^{2}\right) N_{0}^{\frac{1}{2}} \tag{7.38}
\end{align*}
$$

and the right side cannot be made to vanish. In general the role of the requirement (1.3) is to determine the value of the chemical potential $\mu$. However, in the present case $\mu$ and $\rho_{0}$ have already been chosen in accordance with (7.28) so as to remove the term $N_{0}^{\frac{1}{2}} \chi\left(c+c^{\dagger}\right)$ linear in $c^{(\dagger)}$ which would otherwise appear in (7.35). Note also that the term in question can be written as $N^{\frac{1}{0}} \chi\left(a_{0}+a_{0}^{\dagger}-2 N_{0}^{\frac{1}{0}}\right)$ and thus in the present case setting $\chi=0$ eliminates the term in $\Lambda_{0}$ linear in $a_{0}^{(\dagger)}$. Further discussion on this point is given in Sec. VIII in connection with problems of the representation of field operators.

It is important to note that the ground state (7.37) is infinitely degenerate. A normalization condition such as $\left\langle\Omega_{c} \mid \Omega_{c}\right\rangle=1$ merely imposes the restriction $\alpha_{1}=\cos \varphi, \alpha_{0}=\sin \varphi$, but where $\varphi$ is an arbitrary angle. Further, a condition such as $\left\langle\Omega_{c}\right| a_{0}^{\dagger} a_{0}\left|\Omega_{c}\right\rangle=N_{0}$ is identically satisfied and does not provide any restriction on $\varphi$. This degeneracy is related to the convergence difficulty discussed in Sec. I.
If $\Lambda_{0}$ were calculated beyond the second-order of our perturbation method the result (7.25) may be expected to change. Also the form (7.35) of the condensate Hamiltonian will very likely change. However, in view of a lack of further information, it might be worthwhile just to examine what will happen if we assume (7.35) but not (7.25). For this purpose it is more convenient to use the variables $p$ and $g$ defined by (1.10). Then (7.35) becomes

$$
\begin{align*}
\Lambda_{0}= & (2 M)^{-1} p^{2} \\
& +\rho_{0} v(0)\left[2^{-\frac{3}{2}} N_{0}^{-\frac{1}{2}}\left(p g^{2}+g^{2} p+2 p^{3}-4 p\right)\right. \\
& \left.+\frac{1}{8} N_{0}^{-1}\left(p^{2}+g^{2}-1\right)\left(p^{2}+g^{2}-3\right)\right] \tag{7.39}
\end{align*}
$$

The volume dependence of the terms in (7.39) suggests that a scale transformation is needed to obtain canonical variables of $O(1)$ for the ground state. Let
where

$$
\begin{equation*}
p=N_{0}^{-v} \eta, \quad g=N_{0}^{v} \zeta \tag{7.40}
\end{equation*}
$$

$$
\begin{equation*}
[\eta, \zeta]=-i \tag{7.41}
\end{equation*}
$$

$\nu$ is a real number, and it is assumed that $\eta$ and $\zeta$ are
$O(1)$. Substitution of (7.40) into (7.39) shows that the only useful choice for $v$ is $v=\frac{1}{6}$, in which case (7.39) becomes

$$
\begin{equation*}
\Lambda_{0}=N_{0}^{-\frac{1}{2}} \tilde{\Lambda}_{0}+R \tag{7.42}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{\Lambda}_{0}=(2 M)^{-1} \eta^{2}+ & \rho_{0} v(0) \\
& \times\left[2^{-\frac{3}{2}}\left(\eta \zeta^{2}+\zeta^{2} \eta\right)+\frac{1}{8} \zeta^{4}\right], \tag{7.43}
\end{align*}
$$

and the residual term $R$ is negligible as compared with $N_{0}^{-\frac{1}{3}} \tilde{\Lambda}_{0}$. Note that the scale transformation with $\nu=\frac{1}{6}$ could not have been used if there had been a potential term $U(g)$ of the form $U(g) \sim g^{\beta}, \beta>-2$.

The form of (7.43) can be simplified by introducing a new momentum variable,

$$
\begin{equation*}
\pi=\eta+2^{-\frac{1}{2}} \rho_{0} v(0) M \zeta^{2} \tag{7.44}
\end{equation*}
$$

which, because of (7.41), is conjugate to $\zeta$

$$
\begin{equation*}
[\pi, \zeta]=-i . \tag{7.45}
\end{equation*}
$$

We then obtain

$$
\begin{equation*}
\tilde{\Lambda}_{0}=(2 M)^{-1} \pi^{2}+\lambda \zeta^{4} \tag{7.46}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\frac{1}{8} \rho_{0} v(0)\left[1-2 \rho_{0} v(0) M\right] . \tag{7.47}
\end{equation*}
$$

It is now clear that the Hamiltonian $\tilde{\Lambda}_{0}$ has a normalizable ground state if

$$
\begin{equation*}
M>0, \quad \lambda>0 . \tag{7.48}
\end{equation*}
$$

Note that if we use the second-order result (7.25) for $M$, then we obtain

$$
\begin{equation*}
\lambda=0 \tag{7.49}
\end{equation*}
$$

so that $\tilde{\Lambda}_{0}$, which has been obtained from (7.35) using (7.40), fails to have a normalizable ground state. Note further that according to (7.33), $M>0$ means $\partial^{2} W_{0} / \partial \rho_{0}^{2}>0$.

Now, let us assume the stability conditions (7.48) and check the requirement (1.3). Since the Hamiltonian (7.46) is a symmetric function of $\zeta$, its ground state is such that

$$
\begin{equation*}
\left(\Omega_{c}|\zeta| \Omega_{c}\right)=0 \tag{7.50}
\end{equation*}
$$

Hence the ground state expectation values of the operators $c$ and $c^{\dagger}$ are equal. On the other hand, we know from (7.44) that

$$
\begin{equation*}
\left(\Omega_{c}|\eta| \Omega_{c}\right)=-2^{-\frac{1}{2}} \rho_{0} v(0) M\left(\Omega_{c}\left|\zeta^{2}\right| \Omega_{c}\right) \tag{7.51}
\end{equation*}
$$

Recalling (7.40) and the definition (1.10) of $p$ and $q$, we obtain

$$
\begin{equation*}
\left(\Omega_{c}|c| \Omega_{c}\right)=\left(\Omega_{c}\left|c^{\dagger}\right| \Omega_{c}\right)=O\left(N^{-\frac{b}{b}}\right) \tag{7.52}
\end{equation*}
$$

which vanishes in the volume limit. In view of the steep potential well $\zeta^{4}$ in the Hamiltonian (7.46), the
ground-state expectation values of any products of $\zeta$ and $\pi$ are finite. Recalling the scale transformation (7.40) we see, therefore, that the operators $c^{(\dagger)}$ behave in general like quantities of $O\left(N^{\frac{1}{b}}\right)$, and thus are much smaller than $N_{0}^{\frac{1}{0}}$. Hence, it can be concluded that the Bogoliubov replacement $a_{0}^{(\dagger)} \rightarrow N_{0}^{\frac{1}{2}}$ is justified if (7.39) is a legitimate version of the actual effective condensate Hamiltonian and if the condition (7.48) is satisfied.

We now briefly discuss the case where the stability conditions (7.48) are violated in such a way that $M \lambda<0$. Applying the WKB method to (7.46) the eigenfunctions $\varphi(\zeta)$ of $\Lambda_{0}$ are found to behave like

$$
\begin{gather*}
\varphi(\zeta) \sim \sum_{ \pm} A_{ \pm} \zeta^{-1} \exp \left[ \pm i \frac{1}{3}(2 / M \lambda)^{\left.\frac{1}{2} \zeta^{3}\right]},\right.  \tag{7.53}\\
(\zeta \rightarrow \infty)
\end{gather*}
$$

so that this function is normalizable. Unfortunately, if one uses (7.53) the expectation value (1.3) involves divergent integrals, thereby making the qualification of (7.56) as a ground state wavefunction dubious. Further, if the stability conditions (7.48) are violated in such a way that $M<0, \lambda<0$ then the energy levels of (7.46) have no lower bound.

## VII. REPRESENTATION OF COMMUTATION RELATIONS

In this section we discuss the relevance of our results to the problem of the canonical commutation relations for dynamical systems having infinitely many degrees of freedom. One purpose in studying nonrelativistic many-body problems in the volume limit $N, V \rightarrow \infty(N / V=\rho:$ fixed $)$ is that we may get some insight into the possible mathematical structure of relativistic quantum field theories ${ }^{46}$ where the infinity of degrees of freedom is one of the essential features apparently demanded by experimental facts (e.g., multiple production of particles at extremely high energy).

We start with a remark concerning the Bogoliubov replacement $a_{0} \rightarrow N_{0}^{\frac{1}{2}}$ which is often used on the presupposition that a Bose system undergoes a Bose-Einstein (B.E.) condensation at sufficiently low temperatures. This remark serves at the same time to fix our notation. One might feel uneasy about this replacement because it leads to a violation of the commutation relation $\left[a_{0}, a_{0}^{\dagger}\right]=1$. But, as we now show, this is in general not a problem when one is interested in the volume limit.

[^97]The commutation relations of a Bose field operator $\phi(\mathbf{x})$, e.g., $\left[\phi(\mathbf{x}), \phi^{\dagger}(\mathbf{y})\right]=\delta(\mathbf{x}-\mathbf{y})$, have to be interpreted in the sense of distributions. Thus we take a set of test functions $\hat{f}(\mathbf{x})$ to define smeared-out operators,

$$
\begin{equation*}
\phi(f)=\int \tilde{f}(\mathbf{x}) \phi(\mathbf{x}) d \mathbf{x} \tag{8.1}
\end{equation*}
$$

for which the commutation relations are

$$
\begin{gather*}
{\left[\phi(f), \phi^{\dagger}(g)\right]=\int \tilde{f}(\mathbf{x}) \tilde{g}^{*}(\mathbf{x}) d \mathbf{x},}  \tag{8.2}\\
{[\phi(f), \phi(g)]=0 .} \tag{8.3}
\end{gather*}
$$

For particles confined to a box of volume $V$ we require that $\tilde{f}_{V}(\mathbf{x})$ vanish outside $V$. Further, these test functions must be square integrable, so that (8.2) will be sensible, and also integrable,

$$
\begin{equation*}
\int \tilde{f}_{V}(\mathbf{x}) d \mathbf{x} \leq M(\leq \infty), \quad \text { all } V \tag{8.4}
\end{equation*}
$$

in order that they be of use in the case of B.E. condensation. If in the volume $V$ one were to take a set of normalized plane waves satisfying periodic boundary conditions, then the smeared-out operators (8.1) are the usual destruction operators $a_{k}{ }^{47}$ In general we may write

$$
\begin{equation*}
\phi\left(f_{V}\right)=V^{-\frac{1}{2}} \sum_{\mathbf{k}} f_{V}(\mathbf{k}) a_{\mathbf{k}}, \tag{8.5}
\end{equation*}
$$

where $f_{V}(\mathbf{k})$ is the Fourier transform of $f_{V}(\mathbf{x})$. Now if one takes $a_{0}^{(\dagger)}=N_{0}^{\frac{1}{2}}$, the operator (8.5) is replaced by

$$
\begin{equation*}
\phi_{B}\left(f_{V}\right)=\rho_{0}^{\frac{1}{2}} f_{V}(0)+V^{-\frac{1}{2}} \sum_{\mathbf{k}}^{\prime} f_{V}(\mathbf{k}) a_{\mathbf{k}} \tag{8.6}
\end{equation*}
$$

where as usual the prime on the summation symbol indicates that the term $\mathbf{k}=0$ should be excluded from the sum. Note that the assumption of (8.4) is needed to make the first term of (8.6) well defined. With the aid of (8.4) we immediately see that, when $V \rightarrow \infty$, $\phi_{B}\left(f_{v}\right)$ satisfies the same commutation relations satisfied by $\phi\left(f_{V}\right)$. Thus the Bogoliubov replacement does not violate the commutation relations in the volume limit.

One of the characteristic features of an infinite system is that there are a variety of inequivalent representations of the commutation relations (8.2), (8.3), and not all of them are appropriate for the quantum mechanical description of a dynamical system with a given Hamiltonian. ${ }^{12}$ The Hamiltonian chooses a representation, so to speak. It can be proved, for instance, that operators $\phi(\mathbf{x})$ and $\rho_{0}^{\frac{1}{2}}+\phi(\mathbf{x})$ cannot be related by any unitary transformation if

[^98]$\rho_{0} \neq 0,(V \rightarrow \infty)$. The Bogoliubov replacement implies the use of a field operator of the form,
\[

$$
\begin{equation*}
\phi(\mathbf{x})=\rho_{0}^{\frac{1}{2}}+\phi^{\prime}(\mathbf{x}), \quad\langle\Omega| \phi^{\prime}(\mathbf{x})|\Omega\rangle=0, \tag{8.7}
\end{equation*}
$$

\]

whatever the representation for $\phi^{\prime}(\mathbf{x})$ may be. Here $|\Omega\rangle$ is the ground state of the dynamical system in question. Such a field operator may be said to be of the Bogoliubov type. But does the existence of a B.E. condensation always demand a field operator of this form? If, furthermore, we ask whether a given Hamiltonian of a many-boson system requires a representation of the form (8.7), there are actually two questions involved. The first is the one asked just above. The second question is whether or not the system described by the given Hamiltonian undergoes a B.E. condensation.

A method for finding a suitable representation has been suggested by Araki and Woods. ${ }^{7}$ They proposed that one first calculate a system of Wightman functionals

$$
\begin{align*}
& W_{V}\left(f_{V}^{1}, \cdots, f_{V}^{r}, \cdots, g_{V}^{s}\right) \\
& \quad=\langle\Omega(V)| \phi\left(f_{V}^{1}\right) \cdots \phi\left(f_{V}^{r}\right) \phi^{\dagger}\left(g_{V}^{1}\right) \cdots \phi^{\dagger}\left(g_{V}^{s}\right)|\Omega(V)\rangle \\
& \quad(r, s=0,1,2, \cdots), \quad(8.8) \tag{8.8}
\end{align*}
$$

for a finite dynamical system of volume $V$ by employing its ground state $|\Omega(V)\rangle$, and then analyze their volume limits ( $V \rightarrow \infty$ ) to see what representation is implied. Underlying this procedure is a theorem, ${ }^{9,48}$ that once a set of Wightman functionals satisfying certain conditions are given, we can reconstruct a Hilbert space and field operators which reproduce the given set of functionals, and this construction is unique up to unitary transformations (Gel'fand construction). Araki and Woods used this method to find a representation suitable for an infinite free Bose gas. They took $|\Omega(V)\rangle$ to be the eigenstate of the number operators $a_{\mathbf{k}}^{\dagger} a_{\mathrm{k}}$, where all the $N=\rho V$ particles are occupying the lowest single-particle states $\mathbf{k}=0$ (B.E. condensation). Then the limiting representation turns out to be fully reducible: It becomes a direct sum of representation $\vartheta_{\alpha}(0 \leq \alpha \leq 2 \pi)$. The field operator in $\vartheta_{\alpha}$ is of the Bogoliubov type $\phi(\mathbf{x})=\rho_{0}^{\frac{1}{2}} e^{i \alpha}+\phi_{F}(\mathbf{x})$, where $\phi_{F}(\mathbf{x})$ is a Fock operator.
In the previous sections we have been studying the operator replacement (1.1), that is,

$$
\begin{equation*}
a_{0}=N_{0}^{\frac{1}{2}}+c, \tag{8.9}
\end{equation*}
$$

with a particular interest in the order of magnitude

[^99]of the operator part $c$ as $N_{0} \rightarrow \infty$. In the case of the pair Hamiltonian model we have found that under certain conditions (stability conditions), restricting the particle density and the interparticle potential, the Hamiltonian has a normalizable ground state $|\Omega(V)\rangle$ such that
\[

$$
\begin{equation*}
\langle\Omega(V)| c^{(\dagger)}|\Omega(V)\rangle=0 \tag{8.10}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\langle\Omega(V)|\left(c^{\dagger}\right)^{i}(c)^{j}|\Omega(V)\rangle=O(1) \quad(i+j \geq 2) \tag{8.11}
\end{equation*}
$$

This result implies, first of all, that the model system undergoes a B.E. condensation. Because of (8.10) and (8.11), all the terms in the Wightman functionals involving the operators,

$$
\begin{equation*}
f_{V}(0) c / V^{\frac{1}{2}}, \quad g_{\eta}^{*}(0) c^{\dagger} / V^{\frac{1}{2}} \tag{8.12}
\end{equation*}
$$

vanish in the volume limit, so that the system (8.8) implies a representation of the field operator of the Bogoliubov type (8.7). Moreover, explicit calculation, in the limit $V \rightarrow \infty$, of (8.8) shows that the limiting functionals are identical with what we obtain by taking a linear combination of a Fock operator $\phi_{F}$,

$$
\begin{align*}
& \phi(\mathbf{x})=\rho_{0}^{\frac{1}{2}}+\int \alpha(\mathbf{x}-\mathbf{y}) \phi_{F}(\mathbf{y}) d \mathbf{y} \\
&+\int \beta(\mathbf{x}-\mathbf{y}) \phi_{F}^{\dagger}(\mathbf{y}) d \mathbf{y} \tag{8.13}
\end{align*}
$$

for the field operator, and the vacuum state of Fock space for the ground state. The quantities $\alpha(\mathbf{x})$ and $\beta(\mathbf{x})$ are the Fourier transforms of the coefficients of the Bogoliubov transformation (3.22). Therefore, the pair-Hamiltonian model in the volume limit can be described by the representation (8.13) as long as the stability conditions are satisfied. The representation (8.13) is obviously irreducible. It is interesting to recall here that we met with a dilemma in the case where $\tilde{v}(\mathbf{x})$ is weak and everywhere repulsive in coordinate space. In this case, when the operator replacement (8.9) is made, one cannot obtain a normalizable ground state for the condensate, yet we can prove that the assumption of $n o$ condensation is untenable. Perhaps one has to generalize the concept of B.E. condensation for such cases. The other possibility is that another operator replacement in place of (8.9) will be successful.

In our study of the full Hamiltonian in the lowdensity limit, we met the interesting situation where the effective condensate Hamiltonian $\Lambda_{0}$ has the form (7.36), that is

$$
\begin{equation*}
\Lambda_{0}=\frac{1}{2} N_{0}^{-1} \rho_{0} v(0)\left[\left(a_{0}^{\dagger} a_{0}-N_{0}-\frac{1}{2}\right)^{2}-\frac{1}{4}\right] \tag{8.14}
\end{equation*}
$$

which is diagonal only in a representation in which $a_{0}^{\dagger} a_{0}$ is itself diagonal. In contrast to the case of the
stable pair Hamiltonian, it is the occupation-number space of $a_{0}$, but not of $c$, that contains the ground state of $\Lambda_{0}$. The ground state of the present system has a B.E. condensation whenever $v(0)>0$, yet it fails to admit the Bogoliubov-type representation. In fact (7.38), in conjunction with the normalization condition $\langle\Omega(V) \mid \Omega(V)\rangle=1$, tells us that

$$
\begin{equation*}
\left.\left|\langle\Omega(V)| N_{0}^{-\frac{1}{2}} a_{0}-1\right| \Omega(V)\right\rangle \left\lvert\, \geq \frac{1}{2}+0(\kappa)\right. \tag{8.15}
\end{equation*}
$$

where $\kappa$ is the density parameter $\left[\rho_{0} v(0)^{3}\right]^{\frac{1}{2}}$. This result presents no difficulties as long as $V<\infty$. But, as explained in Sec. I, we meet with a convergence difficulty if we consider the volume limit; the ground state (7.37) keeps rotating in the occupation number space as $N_{0}$ increases and there is no convergence. This implies that the occupation number representation is inadequate for the infinite system. Since the ground state of the condensate is given by (7.37) the calculation of the Wightman functional (8.8) proceeds in much the same way as in the case of the free Bose gas. ${ }^{7}$ The volume limit of (8.8) using the occupation number representation of $a_{0}^{\dagger} a_{0}$ turns out to be fully reducible. The irreducible representations for the field operator are of the Bogoliubov type $\rho_{0}^{\frac{1}{2}} e^{i \alpha}+\phi^{\prime}(\mathbf{x})(0 \leq \alpha<2 \pi)$. But as we have seen in the above, the Hamiltonian cannot be diagonalized in such a representation. In connection with (8.15) we note here that if we wish to satisfy

$$
\begin{equation*}
\left\langle\Omega^{\prime}\right| a_{0}-N_{0}^{\frac{1}{2}}\left|\Omega^{\prime}\right\rangle=0 \tag{8.16}
\end{equation*}
$$

by

$$
\begin{equation*}
\left|\Omega^{\prime}\right\rangle=\sum_{n} \alpha_{n}\left|N_{0}+n\right\rangle \tag{8.17}
\end{equation*}
$$

where $|n\rangle$ is an eigenstate of $a_{0}^{\dagger} a_{0}$ with eigenvalue $n$, then we must have

$$
\begin{equation*}
\cdots=\alpha_{N_{0}-1}=\alpha_{N_{0}}=\alpha_{N_{0}+1}=\cdots \tag{8.18}
\end{equation*}
$$

equality extending in both right and left directions indefinitely. From this result we see again that the Hamiltonian (8.14) cannot be diagonalized in a Bogoliubov-type representation.

When the density parameter $\kappa$ is not very small, our discussion in Sec. VIIC concerning the ground state of the full Hamiltonian is based on conjecture. It appears likely that under certain conditions the operator replacement (8.9) gives a normalizable ground state in which

$$
\begin{equation*}
\langle\Omega(V)|\left(c^{\dagger}\right)^{i}(c)^{j}|\Omega(V)\rangle=O\left(N^{\frac{1}{6}(i+j)}\right) \quad(i+j \geq 2) \tag{8.19}
\end{equation*}
$$

In the volume limit the representation is then of the Bogoliubov type (8.7).

Returning now to the question of the existence of
the B.E. condensation we note here a problem that is left for future investigation. Throughout the above discussions we have taken the point of view that an infinite system should be studied as the limit of a finite system. One might try, however, to consider an infinite system from the outset by taking a field operator of the form of (8.7), whose commutation relations are exactly accounted for by the corresponding relation for $\phi^{\prime}(\mathbf{x})$, e.g.,

$$
\begin{equation*}
\left[\phi(\mathbf{x}), \phi^{\dagger}(\mathbf{y})\right]=\left[\phi^{\prime}(\mathbf{x}), \phi^{\prime \dagger}(\mathbf{y})\right]=\delta(\mathbf{x}-\mathbf{y}) \tag{8.20}
\end{equation*}
$$

Let $\mathfrak{H}_{B}^{\prime}$ denote the Hamiltonian which we obtain by substituting (8.7) into the given Hamiltonian of a system. Then the existence criterion for the B.E. condensation is stated as the existence of a finite condensate density $\rho_{0}$ that makes the lowest eigenvalue $W_{B}^{\prime}$ of $\mathcal{J}_{B}^{\prime}$ extremum ${ }^{5}$ :

$$
\begin{equation*}
\partial W_{B}^{\prime}\left(\rho_{0}, \mu\right) / \partial \rho_{0}=0 \tag{8.21}
\end{equation*}
$$

where $\mu$ is a chemical potential. This $a d$ hoc requirement added to the eigenvalue problem of $\mathscr{H}_{B}^{\prime}$ is motivated by a rather reasonable physical consideration. One would further require, for instance, that the extremum given by (8.21) should actually be a minimum and that the sound velocity be real. It is then interesting to ask how these ad hoc requirements compare with the stability conditions of our scheme. We know at least that (8.21) is a necessary consequence of the stability of the condensate. This conclusion was obtained by an invariance argument in Sec. VII. Moreover, the condition as to the reality of the sound velocity is needed also in our scheme because we too have to diagonalize the part $\mathscr{H}_{B}$ of the Hamiltonian pertaining to particles outside the condensate. But, it is not yet clear whether this is the whole story or not. Judging from the case of the pair Hamiltonian it may well be that the set of stability conditions for the effective condensate Hamiltonian is more stringent than the set of conditions mentioned above. If this is so, then we have to check the existence of the B.E. condensation, case by case, before we can use the Bogoliubov replacement. If, on the contrary, we can show the equivalence of these two sets of conditions it will mean a real justification of the Bogoliubov replacement and furthermore of the method of Hugenholtz-Pines ${ }^{5}$ and Beliaev. ${ }^{6}$ We hope that some results will be obtained by widening the invariance argument of Sec. VII.

In conclusion, we have obtained certain conditions which when satisfied prove the existence of a BoseEinstein condensation and justify the Bogoliubov replacement $a_{0}=N_{0}^{\frac{1}{0}}$ for the case of the pair Hamiltonian model. In the case of purely repulsive
potentials the operator replacement $a_{0}=N_{0}^{\frac{t}{0}}+c$ does not lead to a stable condensate, yet the assumption of no condensation is untenable. This case presents a challenging problem to the representation theory of canonical commutation relations. As for the full Hamiltonian, we have discovered that in the lowdensity limit it cannot be diagonalized in any irreducible representation of the canonical commutation relations. No clear criterion has been obtained for the existence of a B.E. condensation for the full $N$-body Hamiltonian, except the one, $v(0)>0$, in the low-density limit.
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## APPENDIX A. PERTURBATION FORMULAS

In this appendix we present a perturbation method to solve the eigenvalue problem formulated in Sec. II:

$$
\begin{gather*}
\left(\mathscr{H}_{B}+\mathscr{H}_{C}+\mathscr{H}_{I}\right) \psi_{n}=\psi_{n} \Lambda_{n}  \tag{A1}\\
\psi_{n}^{\dagger} \psi_{n}=\mathbf{1} \tag{A2}
\end{gather*}
$$

where 1 is the identity operator in $\mathfrak{G}_{C}$. We refer the reader to that section for the notation to be employed here. In particular the meaning of the product in (A2) is given by (2.5). We assume that the complete set of orthonormal eigenvectors $\mid n$ ) and eigenvalues $\epsilon_{n}$ of $\mathscr{H}_{B}$ are known. Further, we suppose that $\mathscr{K}_{I}$ has the form

$$
\begin{equation*}
\mathscr{H}_{I}=\lambda H_{1}+\lambda^{2} H_{2}, \tag{A3}
\end{equation*}
$$

where $\lambda$ is a small real parameter.
Consider an eigenvector $\mid n$ ) of $\mathcal{H}_{B}$ which we assume to be nondegenerate, $\epsilon_{m} \neq \epsilon_{n}(m \neq n)$. We suppose that the perturbed "eigenvector" $\psi_{n}$ and "eigenvalue" $\Lambda_{n}$ can be expanded as

$$
\begin{align*}
& \left.\psi_{n}=\left(1+\lambda U_{n}^{(1)}+\lambda^{2} U_{n}^{(2)}+\cdots\right) \mid n\right),  \tag{A4}\\
& \Lambda_{n}=\Lambda_{n}^{(0)}+\lambda \Lambda_{n}^{(1)}+\lambda^{2} \Lambda_{n}^{(2)}+\cdots,
\end{align*}
$$

where the $\mathcal{U}_{n}^{(i)}$ are operators in $\mathfrak{H}_{B} \otimes \mathfrak{S}_{C}$ and the $\Lambda_{n}^{(i)}$ are operators in $\mathfrak{5}_{C}$. In the following we suppress the index $n$ wherever no confusion can arise.

As is the case for ordinary Schrödinger perturbation theory, $\psi_{n}$ and $\Lambda_{n}$ are not uniquely determined by (A1) and (A2). In fact, if $\psi_{n}$ and $\Lambda_{n}$ satisfy these equations, so do $\psi_{n}^{\prime}$ and $\Lambda_{n}^{\prime}$ defined by

$$
\begin{equation*}
\psi_{n}^{\prime}=\psi_{n} \vartheta, \quad \Lambda_{n}^{\prime}=\vartheta^{\dagger} \Lambda_{n} \vartheta, \tag{A5}
\end{equation*}
$$

where $\mathcal{V}$ is a unitary transformation in $\mathfrak{H}_{C}$. Thus, without loss of generality, one can require that

$$
\begin{equation*}
\left(n\left|\mathcal{U}^{(1)}\right| n\right)=0, \tag{A6}
\end{equation*}
$$

and that the operator $\left(n\left|\mathcal{U}^{(2)}\right| n\right.$ ) defined in $\mathfrak{S}_{C}$ is Hermitian, i.e.,

$$
\begin{equation*}
\left(n\left|\mho^{(2)}\right| n\right)=\left(n\left|\cup^{(2) \dagger}\right| n\right) . \tag{A7}
\end{equation*}
$$

To prove these assertions we begin by noting that the isometry condition (A2) implies that

$$
\begin{equation*}
\left(n\left|\cup^{(1)}+\mathfrak{U}^{(1) \dagger}\right| n\right)=0, \tag{A8}
\end{equation*}
$$

$\left(n\left|\mathcal{U}^{(1) \dagger} \mathcal{U}^{(1)}+\mathcal{U}^{(2) \dagger}+\mathcal{U}^{(2)}\right| n\right)=0$, etc. (A9)
Now if we suppose that $\left(n\left|\mathcal{U}^{(1)}\right| n\right) \neq 0$, then the first-order term of

$$
\begin{align*}
\psi_{n}^{\prime} & =\psi_{n} \exp \left[-\lambda\left(n\left|\mathcal{U}^{(1)}\right| n\right)\right] \\
& \left.=\left[1+\lambda^{\prime} \mathcal{U}^{(1)}+\cdots\right]\left[1-\lambda\left(n\left|\mathcal{U}^{(1)}\right| n\right)+\cdots\right] \mid n\right) \tag{A10}
\end{align*}
$$

is

$$
\left.\left.\mathcal{U}^{(1)^{\prime}} \mid n\right)=\left[\mathcal{U}^{(1)}-\left(n\left|\mathcal{U}^{(1)}\right| n\right)\right] \mid n\right),
$$

so that ( $\left.n\left|\mathcal{U}^{(1)^{\prime}}\right| n\right)=0$ in accord with (A6). Moreover, (A10) is a unitary transformation because

$$
\begin{aligned}
\left\{\exp \left[-\lambda\left(n\left|\mathcal{U}^{(1)}\right| n\right)\right]\right\}^{\dagger} & =\exp \left[-\lambda\left(n\left|\mathcal{U}^{(1) \dagger}\right| n\right)\right] \\
& =\exp \left[\lambda\left(n\left|\mathcal{U}^{(1)}\right| n\right)\right],
\end{aligned}
$$

the second equality following from (A8). Thus we see that it is always possible to fulfill the requirement of (A6).

Turning to (A7), suppose that ( $n\left|\mathcal{U}^{(2)}\right| n$ ) is not Hermitian. Then consider another unitary transformation:
where

$$
\begin{equation*}
\psi_{n}^{\prime \prime}=\psi_{n} \exp \left(-\lambda^{2} A\right), \tag{A11}
\end{equation*}
$$

$$
A=\frac{1}{2}\left[\left(n\left|\mathcal{U}^{(2)}\right| n\right)-\left(n\left|U^{(2) \dagger}\right| n\right)\right]
$$

is the anti-Hermitian part of $\left(n\left|{ }^{\Upsilon}{ }^{(2)}\right| n\right)$. The secondorder term of $\psi_{n}^{\prime \prime}$ is given by

$$
\left.\left.\left.u^{(2)^{\prime \prime}} \mid n\right)=\cup^{(2)} \mid n\right)-\mid n\right) A,
$$

so that ( $n\left|\mathcal{U}^{(2)^{\prime \prime}}\right| n$ ) is easily seen to be Hermitian. This completes the proof of (A6) and (A7). Hereafter we assume that (A6) and (A7) are satisfied for the $\psi_{n}$ in (A4). Finally, note that the isometry condition (A9) now becomes

$$
\begin{align*}
\left(n\left|\Psi^{(2) \dagger}\right| n\right) & =\left(n\left|\cup^{(2)}\right| n\right) \\
& =-\frac{1}{2}\left(n\left|น^{(1) \dagger} \mho^{(1)}\right| n\right) . \tag{A12}
\end{align*}
$$

Returning to the eigenvalue problem, (A1) is equivalent to the set of equations

$$
\begin{align*}
\left.\left(\mathscr{X}_{B}+\mathscr{H}_{C}\right) \mid \psi^{(0)}\right) & \left.=\mid \psi^{(0)}\right) \Lambda^{(0)}, \\
\left.\left.\left(\mathscr{H}_{B}+\mathscr{H}_{C}\right) \mid \psi^{(1)}\right)+H_{1} \mid \psi^{(0)}\right) & \left.\left.=\mid \psi^{(1)}\right) \Lambda^{(0)}+\mid \psi^{(0)}\right) \Lambda^{(1)}, \tag{A14}
\end{align*}
$$

$\left.\left.\left.\left(\mathscr{K}_{B}+\mathscr{H}_{C}\right) \mid \psi^{(2)}\right)+H_{1} \mid \psi^{(1)}\right)+H_{2} \mid \psi^{(0)}\right)$
$=\left|\psi^{(2)}\right\rangle \Lambda^{(0)}+\left|\psi^{(1)}\right\rangle \Lambda^{(1)}+\left|\psi^{(0)}\right\rangle \Lambda^{(2)}, \quad$ etc.,
where $\left.\mid \psi^{(0)}\right)=\mid n$ ) and $\left.\left|\psi^{(i)}\right\rangle=\mathcal{U}^{(i)} \mid n\right), i=1,2, \cdots$. From (A13) we find

$$
\begin{equation*}
\Lambda^{(0)}=\epsilon_{n}+\mathscr{H}_{C} . \tag{A16}
\end{equation*}
$$

Furthermore, multiplying (A14) from the left by ( $n$ ) and using (A6) yields

$$
\begin{equation*}
\Lambda^{(1)}=\left(n\left|H_{1}\right| n\right) . \tag{A17}
\end{equation*}
$$

The similarity between (A17) and the standard formula for the first-order energy corrections is only formal since, instead of being a $c$ number, $\Lambda^{(1)}$ is an operator in $\mathfrak{S}_{C}$.

To obtain $\Lambda^{(2)}$ we multiply (A15) from the left by ( $n \mid$ and we find
$\Lambda^{(2)}=\left[\mathfrak{H}_{C},\left(n \mid \psi^{(2)}\right)\right]+\left(n\left|H_{1}\right| \psi^{(1)}\right)+\left(n\left|H_{2}\right| n\right)$.
But, according to (A7), the operator ( $n \mid \psi^{(2)}$ ) is Hermitian in $\mathfrak{S}_{C}$ so that the commutator term in $\Lambda^{(2)}$ is anti-Hermitian. Since $\Lambda$ must be Hermitian [see (2.6)] we can conclude that

$$
\begin{equation*}
\Lambda^{(2)}=\text { H.P. }\left(n\left|H_{1}\right| \psi^{(1)}\right)+\left(n\left|H_{2}\right| n\right) \tag{A18}
\end{equation*}
$$

where H.P. stands for Hermitian part.
In order to find $\mid \psi^{(1)}$ ) we multiply (A14) from the left by ( $m$ ) with the result,

$$
\begin{align*}
& \left(\epsilon_{n}-\epsilon_{m}\right)\left(m \mid \psi^{(1)}\right) \\
& \quad=\left(m\left|H_{1}\right| n\right)+\left[\mathscr{K}_{C},\left(m \mid \psi^{(1)}\right)\right], \quad(m \neq n) . \tag{A19}
\end{align*}
$$

In the case of ordinary perturbation theory, $\left(m \mid \psi^{(1)}\right)$ is a $c$ number so that the commutator term is absent. The method of solving (A19) for ( $m \mid \psi^{(1)}$ ) can be found in the text.

## APPENDIX B. VIOLATION OF STABILITY CONDITIONS

We briefly discuss what happens in the pairHamiltonian model if the $\mathbf{k}=0$ stability conditions are violated. The $\mathbf{k} \neq 0$ stability conditions are assumed to be satisfied; in particular we assume $v(0)>0$. Thus we study

$$
\begin{align*}
\Lambda_{0}= & f_{0} c^{\dagger} c+\frac{1}{2} h_{0}\left(c c+c^{\dagger} c^{\dagger}\right) \\
& +\rho_{0} v(0)\left[N_{0}^{-\frac{1}{2}}\left(c^{\dagger} c c+\text { H.c. }\right)+\frac{1}{2} N_{0}^{-1} c^{\dagger} c^{\dagger} c c\right] \tag{B1}
\end{align*}
$$

for several choices of $f_{0} \pm h_{0}$.

Case 1: $f_{0}+h_{0}>0$ and $f_{0}-h_{0}=0$. In this case the situation is the same as the one we discussed in Sec. VII. If, (a), $f_{0}>\rho_{0} v(0)$, then the condensate is stable and $c=O\left(N^{\frac{1}{8}}\right)$. If on the contrary, (b), $f_{0}<\rho_{0} v(0)$, then the condensate Hamiltonian formally constructed has a normalizable ground state, but the ground-state expectation values of $c^{(t)}$ involve divergent integrals in contradiction to the fundamental requirement (1.3). If, (c), $f_{0}=\rho_{0} v(0)$, then $\Lambda_{0}$ has the form of (7.39).

Case 2: $f_{0}+h_{0}<0$ and $f_{0}-h_{0}=0$. In this case the spectrum of the condensate Hamiltonian $\Lambda_{0}$ is not bounded below.

Case 3: $f_{0}+h_{0}=0$ and $f_{0}-h_{0} \neq 0$. The method of scale transformation as applied to the variables $p, q$ of (1.10) leads to

$$
\begin{equation*}
\Lambda_{0}=N_{0}^{-\frac{1}{5}}\left[2 f_{0} \xi^{2}+2^{-\frac{1}{2}} \rho_{0} v(0) \eta^{3}\right] \tag{B2}
\end{equation*}
$$

where we have put $q=N_{0}^{-\frac{1}{10} \xi}$ and $p=N_{0}^{\frac{1}{10}} \eta$. The Hamiltonian (B2) has no normalizable ground state irrespective of the sign of $f_{0}$.

Case 4: $f_{0}+h_{0}$ and $f_{0}-h_{0}$ have opposite signs or are both negative. In this case the finite part of the Hamiltonian (B1),

$$
\begin{equation*}
\Lambda_{0}^{0}=\frac{1}{2}\left(f_{0}+h_{0}\right) p^{2}+\frac{1}{2}\left(f_{0}-h_{0}\right) q^{2}-f_{0} \tag{B3}
\end{equation*}
$$

has no normalizable ground state. The "infinitesimal" part $\Lambda_{0}-\Lambda_{0}^{0}$ may act as a restoring force, but it can compete with $\Lambda_{0}^{0}$ only when $p, q=O\left(N^{\frac{1}{2}}\right)$. Whenever cases (2)-(4) apply, either there is no B.E. condensation in the system. or there is a condensation but the operator replacement (1.1) loses its usefulness.

## APPENDIX C. THE FUNCTION $\boldsymbol{h}(\mathrm{p})$

Before discussing the solution of the integral equation (3.31) for the case of a superposition of Yukawa potentials [see (6.1)], we briefly describe how to solve that equation when $v(\mathbf{k})$ describes a single Yukawa potential,

$$
\begin{equation*}
v(\mathbf{k})=B /\left(k^{2}+\lambda^{2}\right) \tag{C1}
\end{equation*}
$$

In accordance with (6.10) we assume that

$$
\begin{equation*}
\epsilon(\mathbf{k})=\epsilon(0)+k^{2} /(2 m) \tag{C2}
\end{equation*}
$$

Thus the integral equation (3.31) becomes

$$
\begin{equation*}
h(\mathbf{p})=v(\mathbf{p})-\int d \mathbf{k} G(\mathbf{p}, \mathbf{k}) h(\mathbf{k}) \tag{C3}
\end{equation*}
$$

where $\bar{h}=\rho_{0}^{-1} h$ and the kernel is given by

$$
\begin{equation*}
G(\mathbf{p}, \mathbf{k})=(2 \pi)^{-3} m B\left[(\mathbf{p}-\mathbf{k})^{2}+\lambda^{2}\right]^{-1}\left(k^{2}+\sigma^{2}\right)^{-1} \tag{C4}
\end{equation*}
$$

and $\sigma^{2}=2 m \epsilon(0)$.
The kernel has the remarkable property that in a good approximation it reproduces functions of Yukawa type; that is,

$$
\begin{equation*}
\int G(\mathbf{p}, \mathbf{k})\left(k^{2}+\xi^{2}\right)^{-1} d \mathbf{k} \simeq \beta(\xi)\left(p^{2}+M^{2}\right)^{-1} \tag{C5}
\end{equation*}
$$

where

$$
\begin{align*}
M^{2} & =(\lambda+\sigma)(\lambda+\xi)  \tag{C6}\\
\beta(\xi) & =(4 \pi)^{-1}(\xi+\sigma)^{-1} m B \tag{C7}
\end{align*}
$$

For the proof, we evaluate the integral of (C5) by invoking the convolution theorem for Fourier transforms; the integral is transformed to a sum of two integrals, each containing the product of two Yukawa potentials in coordinate space. We obtain

$$
\begin{align*}
& \int d \mathbf{k} G(\mathbf{p}, \mathbf{k})\left(k^{2}+\xi^{2}\right)^{-1} \\
& \quad=m B\left[4 \pi p\left(\xi^{2}-\sigma^{2}\right)\right]^{-1} \tan ^{-1}\left[(\xi-\sigma) p /\left(p^{2}+M^{2}\right)\right] \tag{C8}
\end{align*}
$$

But the inequality $p M \leq \frac{1}{2}\left(p^{2}+M^{2}\right)$ shows that the argument of $\tan ^{-1}$ never exceeds

$$
\frac{1}{2}(\xi-\sigma)(\lambda+\xi)(\lambda+\sigma)^{\frac{\lambda}{2}}
$$

which, in turn, is less than $\frac{1}{2}$ in the following calcu lations. Thus in the following (C5) is in fact a good approximation to ( C 8 ).

In view of this reproducing property of the kernel, we try to obtain the solution of (C3) in the form

$$
\begin{equation*}
\bar{h}(\mathbf{p})=\sum_{n=0}^{\infty} a_{n}\left(p^{2}+\lambda_{n}^{2}\right)^{-1} \tag{C9}
\end{equation*}
$$

where $0<\lambda_{0}<\lambda_{1}<\cdots$ as well as the $a_{n}$ are parameters to be determined. In particular, the first term of this sum is taken to be $v(\mathrm{p})$, so that $a_{0}=B$, $\lambda_{0}=\lambda$. Substituting (C9) into (C3) we obtain the recurrence relations

$$
\begin{gather*}
a_{n+1}=-\beta\left(\lambda_{n}\right) a_{n}  \tag{C10}\\
\lambda_{n+1}^{2}=\left(\lambda+\lambda_{n}\right)(\lambda+\sigma) \tag{C11}
\end{gather*}
$$

In terms of $\gamma_{n}=\lambda_{n} /(\lambda+\sigma)$, the latter relation becomes

$$
\begin{equation*}
\gamma_{n+1}^{2}=\gamma_{n}+\gamma_{0}, \quad \gamma_{0}=\lambda /(\lambda+\sigma) \tag{C12}
\end{equation*}
$$

and the the sequence $\gamma_{n}$ converges to

$$
\begin{equation*}
\gamma_{\infty}=\frac{1}{2}\left[1+\left(1+4 \gamma_{0}\right)^{\frac{1}{2}}\right] \tag{C13}
\end{equation*}
$$

Every $\gamma_{n}$ lies in the interval $\left[\gamma_{0}, \gamma_{\infty}\right.$ ), and the length
of the interval decreases as $\sigma$ decreases. A good feature of the sequence $\gamma_{n}$ is that it converges very rapidly. For instance, when $\sigma=0, \gamma_{0}=1$, the sequence is as follows: $1,2^{\frac{1}{2}}, 1.55,1.60, \cdots$, and eventually $\gamma_{\infty}=1.62$. The rapid convergence of $\gamma_{n}$ suggests that it would be a good approximation even if we set $\gamma_{1}=\gamma_{2}=\cdots=\gamma_{\infty}$. Then,

$$
\begin{equation*}
h(\mathbf{p})=v(\mathbf{p})-\tilde{\beta} B \cdot\left(p^{2}+\lambda_{\infty}^{2}\right)^{-1} \tag{C14}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{\infty}=(\lambda+\sigma) \gamma_{\infty} \tag{C15}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\beta}=\beta(\lambda) /\left[1+\beta\left(\lambda_{\infty}\right)\right] \tag{C16}
\end{equation*}
$$

Now we turn to obtaining the solution of (3.31) when $v(\mathbf{k})$ has the form (6.1); that is,

$$
\begin{equation*}
v(\mathbf{k})=B /\left(k^{2}+\lambda^{2}\right)+A /\left(k^{2}+\kappa^{2}\right) \tag{C17}
\end{equation*}
$$

In this case a good approximate solution is

$$
h(\mathbf{p})=B /\left(p^{2}+\lambda^{2}\right)+A /\left(p^{2}+\kappa^{2}\right)-\tilde{\beta} B /\left(p^{2}+\lambda_{\infty}^{2}\right) .
$$

(C18)
This result follows from the fact that if (3.31) is solved by iteration with (C18) as the lowest order form for $h(\mathbf{p})$, the correction terms are very small in view of (6.2b) and (6.4).
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#### Abstract

It is shown how, starting from the (experimental) knowledge of scattering phase shift, energies of bound states and renormalized coupling constants, one is able to determine completely the parameters of a quantum field theoretic model previously considered by the authors, the so-called Dyson model. The very same conclusion holds for the case of potential scattering, which is also briefly considered.


## 1. INTRODUCTION

THE problem of determining the parameters of some field theoretic models from the (experimental) knowledge of the scattering phase shift and the energies of the bound states has been previously considered by the authors. ${ }^{1}$ In I it was found that the problem did not have, in general, a unique solution. In this paper we again consider this matter by also assuming the (experimental) knowledge of the renormalized coupling constants.

It is shown in Sec. 2 how this knowledge, together with that of the phase shift over the full energy range and that of the bound state energies, is able to determine completely the parameters of the models.

In Sec. 3 the concept of renormalized coupling constant is introduced in potential scattering ${ }^{2,3}$ and it is briefly shown how also in this case the potential is uniquely determined.

## 2. FIELD THEORETIC MODEL

We start by recalling the main results of I. It has been shown there that if we assign the phase shift $\delta(\omega)$ in such a way that it has one of the behaviors $A$, $B^{\prime}$, or $B^{\prime \prime}$ shown in Fig. 3 of that paper, and the number $n$ and the energies of the bound states, we can reproduce this situation by means of the Dyson model, whose Hamiltonian is ${ }^{1}$

$$
\begin{align*}
H= & H_{0}+H_{I} \\
H_{0}= & m_{N} \psi_{N}^{\dagger} \psi_{N}+\sum_{i=1}^{N_{0}}\left(m_{N}+\omega_{i}^{(0)}\right) \psi_{i}^{\dagger} \psi_{i} \\
& \quad+\int \omega(\mathbf{k}) a^{\dagger}(\mathbf{k}) a(\mathbf{k}) d^{3} k,  \tag{2.1}\\
H_{I}= & (2 \pi)^{-\frac{1}{2}} \int \frac{f(\omega)}{(2 \omega)^{\frac{1}{2}}}\left[\sum_{i=1}^{N_{0}} g_{i} \psi_{i}^{\dagger} \psi_{N} a(\mathbf{k})+\text { h.c. }\right] d^{3} k,
\end{align*}
$$

[^100]by choosing in a proper way the parameters appearing in it.

The a priori unknown quantities of the problem are:
(a) the number $N_{0}$ of excited states of the scatterer;
(b) the $N_{0}$ energies $\omega_{i}^{(0)}$ of these excited states;
(c) the $N_{0}$ unrenormalized coupling constants $g_{i}$;
(d) the form factor $f(\omega)$, which is subject to the condition $f(\mu)=1$.

The quantities which are known are, the number $n$ and the energies of the bound states of the system and the scattering phase shift $\delta(\omega)$ over the full energy range, i.e., from $\omega=\mu$ to $\omega=+\infty$.

As shown in I, the number $N_{0}$ is immediately obtained; it is equal to;

$$
\begin{equation*}
N_{0}=n+P_{0} \tag{2.2a}
\end{equation*}
$$

if the phase shift starts decreasing (cases $A$ and $B^{\prime \prime}$ ), and equal to

$$
\begin{equation*}
N_{0}=n+P_{0}+1 \tag{2.2b}
\end{equation*}
$$

if the phase shift starts increasing (case $B^{\prime}$ ) being $P_{0}$ the number of times that $\sin \delta(\omega)$ vanishes in the interval $\mu<\omega<+\infty$, i.e., the number of times $\delta(\omega)$ goes through a multiple of $\pi$ excluding the points $\omega=\mu$ and $\omega=+\infty$. We outline again here that the phase shift cannot in any case go through the same value multiple of $-\pi$ more than once, otherwise the assigned situation cannot be reproduced by this model. The fact that $N_{0}$ is connected to $n$ and $P_{0}$ through (2.2a) and (2.2b) is an immediate consequence of the fact that for this model the Levinson theorem holds.

Instead of using the $2 N_{0}$ parameters $\omega_{i}^{(0)}$ and $g_{i}$ we can use the $\omega_{i}^{(0)}$ 's, $\sum_{i=1}^{N_{0}} g_{i}^{2}$ and the $N_{0}-1$ CDD poles $z_{i}^{(0)}$ of the model. The relation between these two sets of parameters is obtained through the identity

$$
\begin{equation*}
\left[\sum_{i=1}^{N_{0}} \frac{g_{i}^{2}}{z-\omega_{i}^{(0)}}\right]^{-1}=\frac{\prod_{i=1}^{N_{0}}\left(z-\omega_{i}^{(0)}\right)}{\sum_{i=1}^{N_{0}} g_{i}^{2} \prod_{j=1}^{N_{0}-1}\left(z-z_{j}^{(0)}\right)} \tag{2.3}
\end{equation*}
$$

The form factor is then obtained in terms of the free parameters by

$$
\begin{align*}
f^{2}(\omega)=- & \frac{4 \pi R(\omega)}{\left(\omega^{2}-\mu^{2}\right)^{\frac{1}{2}}} \\
& \quad \times \exp \left[-\frac{P}{\pi} \int \frac{\delta(y) d y}{y-\omega}\right] \sin \delta(\omega) \tag{2.4}
\end{align*}
$$

where $R(\omega)$ is given in terms of the bound states energies $\omega_{i}$ and the free parameters

$$
\sum_{i=1}^{N_{0}} g_{i}^{2}, z_{j}^{(0)}
$$

by

$$
\begin{equation*}
R(z)=\frac{\left[\prod_{i=1}^{n}\left(z-\omega_{i}\right)\right](z-\mu)^{N_{0}-n}}{\sum_{i=1}^{N_{0}} z_{i}^{2_{i}^{2}} \prod_{i=1}^{N_{0}^{1}}\left(z-z_{j}^{(0)}\right)} \tag{2.5}
\end{equation*}
$$

In order to determine the $2 N_{0}$ parameters

$$
\omega_{i}^{(0)}, \sum_{i=1}^{N_{0}} g_{i}^{2}
$$

and $z_{f}^{(0)}$ we have made use in I of the following relations:
(1) The condition $f^{2}(\mu)=1$.
(2) The $n$ eigenvalue equations for the bound states of the model.
(3) The equations for the resonances.

As extensively discussed in I , there are only $N_{0}-n$ independent relations of this kind if the number of resonances is greater than this. More precisely when the phase goes from $-m \pi$ to $-(m-1) \pi$, also if it crosses the value $-m \pi+\frac{1}{2} \pi$ more than once, we get only one independent equation for these resonances.
(4) As discussed in I, the positions of the $P_{0} \mathrm{CDD}$ poles falling above $n$ are fixed by the zeroes of $\sin \delta(\omega)$ as it is necessary in order to have a positive $f^{2}(\omega)$.

Summarizing, we have $N_{0}+1+P_{0}$ independent relations among the $2 N_{0}$ free parameters. There follows that, in general, the assignment of the phase shift and of the bound state energies is not sufficient to determine completely the model.

We come now to the discussion of the use of the renormalized coupling constants. Let us consider the Low equation

$$
\begin{align*}
\left(\phi_{\mathbf{k}_{f}}, H_{I} \Psi_{\mathbf{k}_{i}}^{(+)}\right)= & \left(\phi_{\mathbf{k}_{f}}, H_{I} \phi_{\mathbf{k}_{i}}\right) \\
& +\int \frac{\left(\phi_{\mathbf{k}_{f}}, H_{I} \Psi_{\mathbf{k}}^{(+)}\right)\left(\Psi_{\mathbf{k}}^{(+)}, H_{I} \phi_{\mathbf{k}_{i}}\right)}{E_{i}-E+i \epsilon} d^{s} k \\
& +\sum_{b=1}^{n} \frac{\left(\phi_{\mathbf{k}_{f}}, H_{I} \Psi_{b}\right)\left(\Psi_{b}, H_{I} \phi_{\mathbf{k}_{i}}\right)}{E_{i}-E_{b}} \tag{2.6}
\end{align*}
$$

$\phi_{k}$ being the state describing free motion, and $\Psi_{k}^{(+)}$
the scattering state. They are normalized as follows:

$$
\left(\phi_{\mathbf{k}}, \phi_{\mathbf{k}^{\prime}}\right)=\left(\Psi_{\mathbf{k}}^{*}, \Psi_{\mathbf{k}^{\prime}}^{*}\right)=\delta^{3}\left(\mathbf{k}-\mathbf{k}^{\prime}\right)
$$

$\Psi_{b}$ is the normalized bound state eigenvector.
For our model the first term at the right-hand side of (2.6) vanishes. We recall now the expression for the $T$ matrix

$$
\begin{equation*}
\left(\phi_{\mathbf{k}_{f}}, H_{I} \Psi_{\mathbf{k}_{i}}^{(+)}\right)=\frac{f\left(\omega_{i}\right) f\left(\omega_{j}\right)}{16 \pi^{3}\left(\omega_{i} \omega_{f}\right)^{\frac{1}{2}}}\left[D\left(\omega_{i}+i 0\right)\right]^{-1} \tag{2.7}
\end{equation*}
$$

where

$$
D(z)=\frac{\prod_{i=1}^{N_{0}}\left(z-\omega_{i}^{(0)}\right)}{\sum_{i=1}^{N_{0}} g_{i}^{2} \prod_{j=1}^{N_{0}-1}\left(z-z_{j}^{(0)}\right)}+\frac{1}{\pi} \int_{\mu}^{\infty} \frac{\varphi(y)}{y-z} d y
$$

and

$$
\varphi(\omega)=\left[\left(\omega^{2}-\mu^{2}\right)^{\frac{1}{2} / 4 \pi}\right] f^{2}(\omega)
$$

Moreover one immediately gets

$$
\begin{equation*}
\left(\phi_{\mathbf{k}_{f}}, H_{I} \Psi_{b}\right)=\frac{1}{(2 \pi)^{\frac{\pi}{2}}} \frac{f\left(\omega_{f}\right)}{\left(2 \omega_{f}\right)^{\frac{1}{2}}} \sum_{i=1}^{N_{0}} g_{i}\left(\Psi_{i}^{(0)}, \Psi_{b}\right) \tag{2.8}
\end{equation*}
$$

where

$$
\left|\Psi_{i}^{(0)}\right\rangle=\psi_{i}^{\dagger}|0\rangle
$$

is the $i$ th bare excited state, and $|0\rangle$ the vacuum state. Substitution of (2.7) and (2.8) into (2.6) yields

$$
\begin{gather*}
\frac{1}{D(\omega+i 0)}=\frac{1}{4 \pi^{2}} \int_{\mu}^{\infty} \frac{k d \omega}{\omega_{i}-\omega+i \epsilon} \cdot \frac{f^{2}(\omega)}{|D(\omega+i 0)|^{2}} \\
+\sum_{b=1}^{n} \frac{\left|\sum_{i=1}^{N_{0}} g_{i}\left(\Psi_{i}^{(0)}, \Psi_{b}\right)\right|^{2}}{\omega_{i}-\omega_{b}} \tag{2.9}
\end{gather*}
$$

The residues of the function $[D(z)]^{-1}$ at the position of the bound states are the squares of the renormalized coupling constants $g_{b}^{R}$ of the model

$$
\begin{align*}
\left|\sum_{i=1}^{N_{0}} g_{i}\left(\Psi_{i}^{(0)}, \Psi_{b}\right)\right|^{2} & \equiv \lim _{z \rightarrow \omega_{b}}\left(z-\omega_{b}\right) \frac{1}{D(z)} \\
& =\left(g_{b}^{R}\right)^{2} \tag{2.10}
\end{align*}
$$

We recall that $D(z)$, in our case, is known in terms of the parameters of the model, the bound state energies and the phase shift:

$$
\begin{align*}
D(z)= & \frac{\left[\prod_{i=1}^{n}\left(z-\omega_{i}\right)\right](z-\mu)^{N_{0}-n}}{\sum_{i=1}^{N_{0}} g_{i}^{2} \prod_{j=1}^{N_{0}-1}\left(z-z_{j}^{(0)}\right)} \\
& \quad \times \exp \left[-\frac{1}{\pi} \int \frac{\delta(y)}{y-z} d y\right] \tag{2.11}
\end{align*}
$$

The quantities $g_{b}^{R}$ are measurable quantities since they give the strength of the coupling of a $\vartheta$ particle with the $b$ th bound state of the system.

Substitution of (2.11) into (2.10), therefore, yields $n$ new relations for the parameters of the model. These relations are all independent since the Low equation, which seems to connect the $g_{b}^{R}$ among themselves, is identically satisfied for any choice of the free parameters. If we consider, together with the previously obtained relations among the parameters of the model, the $n$ so obtained relations, we have a total of $N_{0}+1+P_{0}+n$ relations among the $2 N_{0}$ parameters of the model. Let us compare these two numbers.

In case $B^{\prime}$ we have from Eq. (2.2b) $N_{0}=n+P_{0}+1$. Therefore we have in this case exactly $2 N_{0}$ independent relations among the $2 N_{0}$ parameters of the model.

In cases $A$ and $B^{\prime \prime}, N_{0}=n+P_{0}$ and we get a total of $2 N_{0}+1$ relations among the $2 N_{0}$ parameters. This means that, in general, the knowledge of only $n-1$ of the renormalized coupling constants allows the complete determination of the model. The value of the last renormalized coupling constant is then fixed automatically by the model, and only if it meets the experimentally observed value, the physical situation can be described in the framework of this model. This is, for example, the situation which arises in the Lee model when there is a normalizable state. As shown in I, the parameters of the Lee model are in any case completely determined by the assignment of the phase shift and of the energy of the eventual bound state. Much the same holds also for the multichannel separable model considered in Sec. 5 of I.

## 3. POTENTIAL SCATTERING

In potential scattering it is known that, ${ }^{2}$ for potentials whose first and second absolute moments are convergent, from the knowledge of the phase shift $\delta_{l}$ over the full energy range and of the energies $E_{b}$ of the $n$ bound states, one obtains an $n$-parameter family of potentials all of which lead to the same $\delta_{l}$ and $E_{b}$. In particular, this freedom is due to the fact that the normalization constants of the bound states

$$
\begin{equation*}
N_{b}=\varphi_{l}\left(-i k_{b}, r\right) / \psi_{l}^{(b)}(r), \quad\left(k_{b}>0\right) \tag{3.1}
\end{equation*}
$$

are not determined from the knowledge of $\delta_{l}$ and $E_{b}$. Here $\psi_{l}^{(b)}(r)$ is the normalized wavefunction [i.e., $\left.\int_{0}^{\infty} d r\left(\psi_{l}^{(b)}(r)\right)^{2}=1\right]$ of the considered $l$-wave bound state, and $\varphi_{l}\left(-i k_{b}, r\right)$ is the regular solution of the $l$-wave radial Schrödinger equation at the energy of
the bound state, determined by the boundary condition:

$$
\begin{equation*}
\lim _{r \rightarrow 0}(2 l+1)!!r^{-l-1} \varphi_{l}\left(-i k_{b}, r\right)=1 \tag{3.2}
\end{equation*}
$$

Also in this case, however, the knowledge of the renormalized coupling constants yields uniquely all the normalization constants $N_{b}$. We see this for the case in which the Jost function, $F_{l}(k)$, which is determined uniquely by $\delta_{l}$ and $E_{b}$, is analytic in the whole complex plane, but the interval ( $i|a|, i \infty$ ) and a pole in the origin. This is, for example, the case of superposition of Yukawa potentials with range $2|a|$.

Defining the renormalized coupling constants through the Low equation (2.6), we write

$$
\begin{equation*}
Y_{l m}(\hat{\mathbf{k}}) g_{b}^{R}=-\frac{\mu(2 \pi)^{\frac{1}{2}}}{\hbar^{2}} \lim _{k \rightarrow i k_{b}}\left(\phi_{\mathbf{k}}, H_{I} \Psi_{b}\right) . \tag{3.3}
\end{equation*}
$$

It is straightforward to see that the so-defined $g_{o}^{R}$ appears as coefficient of the asymptotic bound state wavefunction:

$$
\begin{equation*}
\psi_{l}^{(b)}(r) \underset{r \rightarrow \infty}{\sim} g_{b}^{R} e^{-k_{b} r} . \tag{3.4}
\end{equation*}
$$

On the other hand, the asymptotic form of $\varphi_{l}\left(-i k_{b}, r\right)$ can immediately be derived from the equation of definition of the Jost function

$$
\begin{equation*}
\varphi_{l}(k, r)=F_{l}(k) f_{l}(-k, r)+F_{l}(-k) f_{l}(k, r) . \tag{3.5}
\end{equation*}
$$

We analytically continue this equation up to the point $k=-i k_{b}$. Since $F_{l}\left(-i k_{b}\right)=0$ and $f_{l}\left(-i k_{b}, r\right) \underset{r \rightarrow \infty}{\sim}$ $i^{l} e^{-k_{b} \tau}$, we get

$$
\begin{equation*}
\varphi_{l}\left(-i k_{b}, r\right) \underset{r \rightarrow \infty}{\sim} F_{l}\left(i k_{b}\right) i i^{l} e^{-k_{b} r}, \tag{3.6}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
N_{b}=i^{l} F_{l}\left(i k_{b}\right)\left(g_{b}^{R}\right)^{-1} . \tag{3.7}
\end{equation*}
$$

We note that $i k_{b}$ may even lie on the interval ( $\left.i|a|, i \infty\right)$ since, for $F_{l}\left(-i k_{b}\right)=0, F_{l}(k)$ is not discontinuous on crossing the imaginary axis at the point $i k_{b}$.

Equation (3.7) expresses $N_{b}$ as a function of $\delta_{l}, E_{b}$ and the renormalized coupling constant $g_{b}^{R}$. There follows that the potential $H_{I}(r)$ is uniquely determined from the knowledge of phase shift, binding energies, and renormalized coupling constants.
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#### Abstract

The modifications introduced by the specific forms of relativistic dynamics of many-particle systems are shown to give rise to a different (with respect to the nonrelativistic case) manner to set the problems involved in a tentative construction of relativistic statistical mechanics. Although the difficult problems of relativistic dynamics are not solved, it is possible to define relativistic generalizations of phase space, distribution functions, Gibbs ensembles, and average values. In particular, phase space is chosen for convenience and is no longer related (as is usually the case) to the "initial data," whose nature is yet unknown. As a consequence, only those observables which depend on the variables characterizing phase space give rise to easily computed average values. However, it is possible to enlarge at will the basic phase space and to define subsequent densities from which average values may be calculated. [Example: The calculation of average values of observables $A\left(\cdots x_{i}^{\mu}, u_{i}^{\mu} \cdots\right)$ needs only densities of the form $\mathcal{N}^{\mathcal{N}}\left(\cdots x_{i}^{\mu}\right.$, $u_{i}^{\mu} \cdots$ ) and observables involving acceleration variables need the enlarging of phase space so as to include the latter. On this enlarged phase space, densities of the form $\mathcal{N}\left(\cdots x_{i}^{\mu}, u_{i}^{\mu}, \gamma_{i}^{\mu} \cdots\right)$ may be defined and are used to compute average values, etc.] The notion of equilibrium is discussed and suggestions for reaching the solution of this unsolved problem are made.


## 1. INTRODUCTION

IN the past few years, a large number of papers on relativistic statistical mechanics and connected topics have been published. There are many reasons for such proliferation. One of the principal reasons may be found in the probable appearance (and this in the near future) of very high-temperature plasmas ( $T \sim 0.5 \times 10^{9} \mathrm{deg}$ ) needed for thermonuclear fusion. Furthermore, relativistic plasmas do exist in stars (at least the electron component is relativistic as indicated by synchrotron radiation) and thus a relativistic statistical mechanics is necessary to treat them in a suitable way. However, even a nonrelativistic plasma needs a relativistic treatment when radiation phenomena are considered. Indeed, Schwinger ${ }^{1.2}$ has shown that, in problems involving radiation phenomena, the relativistic corrections are much more important than the quantal ones, and this in a large domain of frequencies (from radio wavelength to the far infrared). Another important case where relativistic effects should be taken into account is that of the degenerate electron gas ${ }^{3}$ whose Fermi energy is of the order of $m c^{2}$. Such a case, encountered in astrophysics when dealing with white dwarfs, occurs even at zero temperature. However, it also requires a quantal treatment, while throughout this paper we limit ourselves to a classical theory.

However, the above "practical" reasons should, in general, not be considered too seriously. Indeed, the

[^101]domain of validity of nonquantal relativistic statistical mechanics is not extremely large: from $\sim 10^{9}$ deg to $2 \times 10^{9}$ deg (the latter number referring to the apparition of electron pairs which demand a quantum theory). So, we believe that problems of classical plasmas and radiation phenomena could be perfectly treated only with relativistic corrective terms taking "large velocities" into account. In this way, it is possible to make use of the Darwin Hamiltonian ${ }^{4}$ and this possibility has been exploited by Krizan and Havas. ${ }^{5}$

Fortunately, besides the pragmatical reasons given above, there exist theoretical possibilities which are, in our opinion, sufficient to justify relativistic statistical mechanics. More particularly, if we consider that the special theory of relativity is a part of the laws of Nature, then it appears to be necessary to generalize in a suitable way the totality of Newtonian physics and hence statistical mechanics. However, besides these philosophical demands, it should be remarked that the theory of relativity implies a number of qualitative features which do not exist in Newtonian physics. From these particular features one may expect new phenomena in the statistical domain. For instance, the equivalence between mass and energy or the noninstantaneous character of relativistic actions could perfectly well be at the origin of new phenomena. We see that this is actually the case (see Papers II and III).

The various papers devoted to relativistic statistical

[^102]mechanics can be grosso modo divided into two classes. In the first class we find the theories which are not manifestly covariant, either because they do not actually satisfy the principle of relativity (and they are generally approximations) or because they need a special proof of their effective covariance. In the second class fall the theories whose covariance is obvious at each step of the derivation.

In the former class we can include the classical works by Jüttner ${ }^{8}$ dealing with the equilibrium of a relativistic gas (classical, Bose or Fermi gas). In 1939 a first attempt to build relativistic statistical mechanics was made by Van Dantzig. ${ }^{7}$ However, this attempt was inconclusive, presumably because at that time relativistic dynamics of many-particle systems was not sufficiently developed. The first results in relativistic kinetic theory ${ }^{8}$ are due to Lichnérowicz and Marrot ${ }^{9}$ (relativistic Boltzmann equation). However, it is only very recently (and especially because of the developments of plasma physics) that attempts to build relativistic statistical mechanics have been undertaken. These theories start with the relativistic expression of the energy, i.e.,

$$
\begin{array}{r}
H_{i}=\left\{\left[\mathbf{p}_{i}-e_{i} \mathbf{A}\left(\mathbf{x}_{i}, t\right)\right]^{2}+m_{i}^{2}\right\}^{\frac{1}{2}}+V\left(\mathbf{x}_{i}, t\right), \\
i=1 \cdots N
\end{array}
$$

from which is derived the Hamiltonian

$$
H=\sum_{i} H_{i}+\frac{1}{8 \pi} \int\left(\varepsilon^{2}+\mathscr{K}^{2}\right) d_{3} x,
$$

where the second term on the right-hand side of the preceding equation refers to the field energy. Using this generalized Hamiltonian, it is possible to derive a relativistic Liouville equation for a pseudodensity involving both fields and particles. Next, the theory follows the classical developments and in particular diagrammatic methods are used. These theories have been studied extensively by Balescu, de Gottal, Hénin, Mangeney, and Prigogine. ${ }^{10}$ However, besides a number of conceptual difficulties (both mathematical and physical) the transformation properties of these theories are not yet completely clear and we no longer consider them in this paper.

We now limit ourselves to the second class, those

[^103]papers written in an explicit covariant manner. Indeed, only the latter works contain mainly the substantifique moelle of the methods which are used throughout this series of papers. In this second class, there are only a few papers devoted to relativistic statistical mechanics. ${ }^{8}$ In fact, they rather deal with relativistic kinetic theory ${ }^{8}$ or with equilibrium. The methods which lead to such theories have essentially been set up by Bergmann, Chernikov, Tițeica, Synge, Tauber, and Weinberg. ${ }^{11}$ They have been constructed so as to suit the relativistic hydrodynamics first established by Eisenhart, Synge, Lichnérowicz, Eckart, and Taub. ${ }^{12}$ In such a way, various relativistic kinetic equations have been obtained: Vlasov equation, ${ }^{13}$ Boltzmann equation, ${ }^{14}$ Landau equation, ${ }^{15}$ and Fok-ker-Planck equation. ${ }^{16}$ Unfortunately, the greater part of these kinetic equations can hardly be justified ${ }^{17}$ on the basis of relativistic statistical mechanics and they are only ad hoc semiphenomenological equations.

Let us now briefly glance through the various problems which arise in a relativistic generalization of statistical mechanics. A first problem deals with the covariance of the theory. We like to obtain a theory which would be explicitly covariant at each step of the derivation and of the calculations. In our opinion such a procedure does not merely arise from esthetic considerations. Indeed, in so doing we avoid an explicit proof (and even several proofs: one by manipulation) that the theory actually satisfies the

[^104]relativity principle. Furthermore, it is in the essence of the special theory of relativity to work in the frame of Minkowski geometry without any need to introduce objects extraneous to this geometry and to the one of the system under study. For instance, no objects such as spacelike 3-planes, $t=$ const, need be considered. All is contained in the geometries of space-time and of the system. A second problem deals with the evolution of the system. In statistical mechanics, time indeed plays a very particular role as, for instance, in problems involving time scales, stochastic processes, perturbations, etc. However, we see that there is no canonical notion of evolution of a relativistic system of particles so that we must find a scheme to treat such problems as the ones referred to above. The third kind of questions concerns relativistic dynamics from which arise the main problems. These problems have been discussed at length by Havas, ${ }^{18}$ whose paper contains also a quasi-exhaustive list of references on relativistic statistical mechanics and connected topics [R. Hakim, Ann. Inst. H. Poincaré 6, 225 (1967)]. It is commonly admitted that relativistic statistical mechanics should treat both fields and particles in the same way. However, this point of view neglects other possibilities, such as the action-at-a-distance formalism, and we see that it leads (as expected) to infinities very difficult to drop into a statistical framework. At this point, we want to emphasize strongly that we have not solved (nor tried to solve) the dynamical problems. We have only explicitly assumed a number of plausible hypotheses concerning them. We want to point out that these basic assumptions also exist (although implicitly) in previous works. ${ }^{10}$

This paper is devoted to a discussion of the basis of possible ways out and difficulties of the problems involved. We first start with a discussion of relativistic kinetic theory, of which we give a helpful alternative formalism (Sec. 2). Next, a brief (and necessary) summary of relativistic dynamics is given (Sec. 3). Section 4 deals with the statement of the main statistical notions to be put (in our opinion) at the beginning of relativistic statistical mechanics. In Sec. 5, densities on the phase space previously considered are defined, while Sec. 6 is devoted to average values. Finally, in order that the reader not be mystified, in Sec. 7 we discuss the unsolved but important problem of equilibrium.

Paper II will contain several hierarchies of equations for the densities defined in Sec. 5 of this paper (exactly, for more general densities). In particular, a possible treatment of nonquantal radiation problems

[^105]is given and applications to simple kinetic equations are included. Paper III will be devoted to more detailed applications and, in particular, to relativistic hydrodynamics of plasmas.

We now list some of the notations and conventions used in this paper. Throughout this paper we take $c=1$ ( $c$ is the speed of light). The Einstein summation convention is used for the Greek indices. The latter run from 0 to 3 while the Latin indices (when corresponding to tensorial indices) run from 1 to 3 ; otherwise they can number particles (from 1 to $N$ ). Capital Latin letters are used in order to number the components of eight-vectors or of $8 N$ vectors or tensors. The Minkowski space-time is endowed with the metric +-- . Furthermore, in addition to the usual mathematical symbols $\forall, \exists, \varnothing, \subset$, etc $\ldots$, we use the following notations:
$\otimes$, tensorial product;
$\oplus$, direct sum;
$\wedge$, exterior product;
<, order;
$\alpha$, tensor whose components are $\alpha \cdots$;
$\delta$, Dirac measure:

$$
\delta=\delta\left(x_{0}\right) \otimes \delta\left(x_{1}\right) \otimes \delta\left(x_{2}\right) \otimes \delta\left(x_{3}\right) ;
$$

$R^{+}$, positive real numbers;
$\delta_{\Sigma}$, superficial uniform measure +1 on the surface $\Sigma$;
$\Delta^{\mu v}\left(n_{\lambda}\right), \quad$ projector on the 3 -space orthogonal to the timelike 4 -vector $n_{\lambda}$,

$$
\left\{\begin{array}{l}
\Delta^{\mu \nu}\left(n_{\lambda}\right)=g^{\mu \nu}-n^{\mu} n^{\nu} \\
n^{\lambda} n_{\lambda}=1
\end{array}\right.
$$

$p^{\mu}$, designate indifferently $m_{0} u^{\mu}$ or (when existing) the canonically conjugated momentum of $x^{\mu}$. There should not be ambiguities either because of the context or of further specification;
$\theta(x)$, heaviside step function.
As usual, we denote by boldface letters the spatial components of 4 -vectors. There should not be ambiguities with the notation used for tensors per se.

## 2. PRELIMINARY REMARKS

Before considering relativistic statistical mechanics, it seems worthwhile to discuss briefly relativistic kinetic theory.

## Outline of Relativistic Kinetic Theory

The relativistic one-particle phase-space ${ }^{19}$ (the so-called $\mu$ space) is an eight-dimensional space; its

[^106]points have four space-time coordinates and four momentum coordinates. ${ }^{20}$ The distribution function $\mathcal{N}\left(x_{\mu}, p_{\mu}\right)$ is defined in such a way that the expression
\[

$$
\begin{equation*}
j^{\mu}\left(x_{\mu}\right)=\int d_{4} p \mathcal{N}\left(x_{v}, p_{v}\right) \cdot u^{\mu} 2 m \cdot \theta\left(p^{0}\right) \cdot \delta\left(p^{\mu} p_{\mu}-m^{2}\right) \tag{2.1}
\end{equation*}
$$

\]

is the particle four-current. [In Eq. (2.1) we have $p^{\mu}=m u^{\mu}$ and, of course, $2 m \theta\left(p^{0}\right) \cdot \delta\left(p^{\mu} p_{\mu}-m^{2}\right) d_{4} p=$ $m\left(d_{3} p / p^{0}(\mathbf{p})\right)$.] From Eq. (2.1) it is easily seen that $\mathcal{N}\left(x_{v}, p_{v}\right)$ is normalized by

$$
\begin{equation*}
\int_{\Sigma} j^{\mu}\left(x_{v}\right) d \Sigma_{\mu^{\prime}}=N, \quad \forall \Sigma \tag{2.2}
\end{equation*}
$$

where $\Sigma$ is an arbitrary spacelike three-surface and $N$ is the number of particles constituting the gas. [In Eq. (2.2) $d \Sigma_{\mu}$ is the differential form with vectorial values

$$
d \Sigma_{\mu}=\frac{1}{3!} \epsilon_{\mu v \rho \lambda} d x^{\nu} \wedge d x^{\rho} \wedge d x^{\lambda}
$$

where
$\epsilon_{\mu \nu \rho \lambda}=\left\{\begin{array}{c}+1 \text { when }(\mu \nu \rho \lambda) \text { is an even permutation of } \\ (0123), \\ -1 \text { when }(\mu \nu \rho \lambda) \text { is an odd permutation of } \\ (0123), \\ 0 \text { otherwise. }\end{array}\right.$
We denote by $d \Sigma: d \Sigma=n_{\Sigma}^{\mu} d \Sigma_{\mu}$, where $n_{\Sigma}^{\mu}$ is the normal unit to $\Sigma$.] Condition (2.2) implies the conservation relation $\partial_{\mu} j^{\mu}\left(x_{v}\right)=0$. The expression

$$
2 m \theta\left(p^{0}\right) \cdot \delta\left(p^{\mu} p_{\mu}-m^{2}\right) \cdot \mathcal{N}\left(x_{v}, p_{v}\right) u^{\mu} d \Sigma_{\mu} d_{4} p
$$

occurring implicitly in the normalization condition (2.2) can be interpreted as the number of world lines which will cut $d \Sigma$ centered at point $x_{v}$ with the energymomentum four-vector $p_{v}$ (modulo $d_{4} p$ ). The reasons for defining $\mathcal{N}\left(x_{v}, p_{v}\right)$ through a current have been explained by Bergmann ${ }^{11}$ (see also below).

The relativistic one-particle Liouville equation can be obtained as follows. Let us denote by $\eta$ the eightvector whose components are ( $u^{\mu}, F^{\mu} / m$ ), where $F^{\mu}$ is the external four-force acting upon the gas. The eight-vector $\eta$ (whose components are denoted by $\eta^{A}, A=1 \cdots 8$ ) has a velocity character in $\mu$ space; hence an eight-current in $\mu$ space can be defined by ${ }^{21,22}$

$$
\begin{equation*}
J^{A}\left(x_{B}\right)=\mathcal{N}\left(x_{B}\right) \cdot \eta^{A}\left(x_{B}\right) \tag{2.3}
\end{equation*}
$$

[^107]which satisfies the conservation relation ${ }^{23}$ (see Bergmann, Ref. 11a)
\[

$$
\begin{equation*}
\nabla_{A} J^{A}\left(x_{B}\right)=\nabla_{A}\left\{\mathcal{N}\left(x_{B}\right) \cdot \eta^{A}\left(x_{B}\right)\right\}=0 \tag{2.4}
\end{equation*}
$$

\]

(where $\nabla_{A}$ is the covariant derivative in an arbitary coordinate system in $\mu$-space); when condition

$$
\begin{equation*}
\nabla_{A} \eta^{A}\left(x_{B}\right)=0 \tag{2.5}
\end{equation*}
$$

holds, the relativistic one-particle Liouville equation follows and it reads

$$
\begin{equation*}
\eta^{A}\left(x_{B}\right) \cdot \partial_{A} \mathcal{N}\left(x_{B}\right) \equiv(d / d \tau) \mathcal{N}\left(x_{B}\right)=0 \tag{2.6}
\end{equation*}
$$

where $\tau$ is the proper time. Using now the conventional coordinates ( $x^{\mu}, p^{\mu}$ ), Eq. (2.6) becomes

$$
\begin{equation*}
u^{\mu} \partial_{\mu} \mathcal{N}\left(x_{v}, p_{v}\right)+F^{\mu}\left(x_{v}, u_{v}\right)\left(\partial / \partial \dot{p}^{\mu}\right) \mathcal{N}\left(x_{v}, p_{v}\right)=0 \tag{2.7}
\end{equation*}
$$

Condition (2.5) is valid when (for instance) the equations of motion of the particle can be cast into a Hamiltonian form; this is the case when the external force is due to an electromagnetic field or a "mesic" (i.e., scalar) force field. In all that follows we always bear in mind these two important cases.

The most general form of a kinetic equation that $\mathcal{N}\left(x_{v}, p_{v}\right)$ should satisfy is obtained by adding an ad hoc phenomenological term to the right-hand side of Eq. (2.7)

$$
\begin{equation*}
u^{\mu} \partial_{\mu} \mathcal{N}+F^{\mu} \cdot\left(\partial / \partial p^{\mu}\right) \mathcal{N}=C(\mathcal{N}) \tag{2.8}
\end{equation*}
$$

where $F^{\mu}$ is an external four-force. The right-hand side of Eq. (2.8) is a collision term, which is nothing but the variation of $\mathcal{N}$ per unit proper time which is due to collisions. This term must be such that $p^{\mu}$ and $m$ are collisional invariants. ${ }^{24}$ The left-hand side of Eq. (2.8) is the variation of $\mathcal{N}$ per unit proper time which is due to the streaming. In order that Eq. (2.8) actually be a kinetic equation, the collision term must verify a number of requirements. ${ }^{25}$ In particular, the relativistic form of the Maxwell-Boltzmann equilibrium distribution function, i.e., the Jüttner ${ }^{6}$-Synge distribution

$$
\begin{equation*}
\mathcal{N}\left(x_{v}, p_{v}\right)=\frac{N \rho\left(x_{v}\right)}{4 \pi m^{2} K_{2}(m \xi)} \exp \left[-\xi^{\mu} \cdot p_{\mu}\right] \tag{2.9}
\end{equation*}
$$

should be a solution of $C(\mathcal{N})=0$, when $F^{\mu}=0$. [In Eq. (2.9) the notations are those used by Synge ${ }^{11}$; $\xi^{\mu}$ is the reciprocal temperature four-vector, $K_{2}$ is a Kelvin function of order 2. Instead of Synge's notation

[^108]$N_{0}$ (which could be confusing) we have used $N \rho\left(x_{v}\right)$ for the invariant world density of the fluid.]

In the same way $C\left(\mathcal{N}^{\prime}\right)$ must be such that there exists an $H$ theorem. These requirements are satisfied by the various kinetic equations indicated above (except of course the relativistic Vlasov equation). The connection of the covariant notations used in Eq. (2.8) and the three-dimensional ones is straightforward and can be found in the literature. ${ }^{26}$
From the distribution functions obtained, for instance, from a kinetic equation of the form (2.8), one can compute the energy-momentum tensor of the relativistic fluid under study as
$T^{\mu \nu}\left(x_{\rho}\right)=\int d_{4} p 2 m \theta\left(p^{0}\right) \cdot \delta\left(p^{\mu} p_{\mu}-m^{2}\right) m u^{\mu} u^{v} \mathcal{N}\left(x_{v}, p_{v}\right)$.
In the absence of an external force field this tensor satisfies the conservation relation ${ }^{27}$

$$
\begin{equation*}
\partial_{\mu} T^{\mu \nu}\left(x_{\rho}\right)=0 \tag{2.11}
\end{equation*}
$$

which expresses the conservation of the momentum four-vector for the fluid. In the case of an external electromagnetic field $F^{\mu \nu}(x)$, this relation should be replaced by

$$
\begin{equation*}
\partial_{\mu} T^{\mu v}\left(x_{\rho}\right)=j_{\alpha}\left(x_{\rho}\right) F^{\alpha v}\left(x_{\rho}\right) . \tag{2.12}
\end{equation*}
$$

When the external force field is "mesic," Eqs. (2.11) or (2.12) should be replaced by

$$
\begin{equation*}
\partial_{\mu} T^{\mu \alpha}\left(x_{\rho}\right)=\lambda \rho\left(x_{\rho}\right) \cdot \partial^{\alpha} \phi\left(x_{\rho}\right) \tag{2.13}
\end{equation*}
$$

where $\lambda$ is the coupling constant of the scalar field $\phi$ and $\rho\left(x_{\rho}\right)$ the invariant world density of the fluid (more generally $\rho$ is the source term of the scalar field). The explicit knowledge of $T^{\mu v}$ implies the equations of relativistic hydrodynamics. Moreover, the various relativistic fluids can be classified according to the form of $T^{\mu \nu},{ }^{28}$ The generalization to the case of an external gravitational field is straightforward and has already been given by Tauber and Weinberg ${ }^{11 f}$ and by Chernikov. ${ }^{14}$

## An Alternative Approach to Relativistic Kinetic Theory

Here we want to give an equivalent treatment of relativistic kinetic theory so as to illustrate some

[^109]methods used in a forthcoming section. This section is principally intended for pedagogical reasons, and outlines in a simple case what is done in $N$-particle problems.
A particle of proper mass $m$ is described by its enuations of motion assumed to be of the form ${ }^{29}$
\[

$$
\begin{align*}
m\left(d u^{\mu} / d \tau\right) & =F^{\mu}\left(x_{\rho}, u_{\rho}\right)  \tag{2.14}\\
d x^{\mu} / d \tau & =u^{\mu}
\end{align*}
$$
\]

Let us now consider an "observer" and assume that he locates the position of the particle in $\mu$ space as being ( $x_{0}^{\mu}, u_{0}^{\mu}$ ). If the Cauchy problem corresponding to Eq. (2.14) is well set, then there exists a unique trajectory in $\mu$ space

$$
x^{B}(\tau) \equiv\left\{\begin{array}{l}
x^{\mu}(\tau)=x^{\mu}\left(\tau ; x_{0}^{\mu}, u_{0}^{\mu}\right),  \tag{2.15}\\
u^{\mu}(\tau)=u^{\mu}\left(\tau ; x_{0}^{\mu}, u_{0}^{\mu}\right),
\end{array} \quad \tau \geq 0 \quad \text { or } \quad \tau<0\right.
$$

such that $x^{\mu}(0)=x_{0}^{\mu}$ and $u^{\mu}(0)=u_{0}^{\mu}$. In $\mu$ space this trajectory is determined by the sequence of points $x^{B}(\tau)$ ( $\tau$ varying), and can be represented by the density

$$
\begin{align*}
& R\left(x_{v}, u_{v} ; \tau\right)=\delta\left[x_{v}-x_{v}\left(\tau ; x_{0}^{\mu}, u_{0}^{\mu}\right)\right] \\
&  \tag{2.16}\\
& \otimes \delta\left[u_{v}-u_{v}\left(\tau ; x_{0}^{\mu}, u_{0}^{\mu}\right)\right]
\end{align*}
$$

normalized through the obvious condition

$$
\begin{equation*}
\iint_{\mu} R\left(x_{v}, u_{v} ; \tau\right) d_{4} x d_{4} u=1 \tag{2.17}
\end{equation*}
$$

Let us now assume that the measures of the "observer" are not very accurate and hence that the initial data of the particles are random, their repartitions in $\mu$ space having the density $D_{0}\left(x_{0}^{\mu}, u_{0}^{\mu}\right)$ normalized ${ }^{30}$ by

$$
\begin{equation*}
\int_{\mu} D_{0}\left(x_{0}^{\mu}, u_{0}^{\mu}\right) d_{4} x_{0} d_{4} u_{0}=1 \tag{2.18}
\end{equation*}
$$

[Equivalently, let us consider an ensemble (in the Gibbs sense) of similar systems, i.e., with the same equations of motion as Eq. (14), and ensure that the initial measures are distributed according to $D_{0}\left(x_{0}^{\mu}, u_{0}^{\mu}\right) \cdots$.] It follows that, at a given proper time $\tau$, the density in $\mu$ space is no longer $R\left(x_{v}, u_{v} ; \tau\right)$ (i.e., we have a cloud of points rather than one point) but is rather defined as its average value.

$$
R\left(x_{v}, u_{v} ; \tau\right) \equiv R\left(x_{v}, u_{v} ; x_{v 0}, u_{v 0} ; \tau\right)
$$

is now a random function because of the random character of ( $x_{v 0}, u_{v 0}$ ). Thus the density in $\mu$ space is

[^110]defined by
\[

$$
\begin{align*}
D\left(x_{v}, u_{v} ; \tau\right) & =\left\langle R\left(x_{v}, u_{v} ; \tau\right)\right\rangle \\
= & \int_{\mu} R\left(x_{v}, u_{v} ; x_{v 0}, u_{v 0} ; \tau\right) \\
& \quad \times D_{0}\left(x_{v 0}, u_{v 0}\right) d_{4} x_{0} d_{1} u_{0} \tag{2.19}
\end{align*}
$$
\]

As a consequence, $D\left(x_{v}, u_{v} ; \tau\right)$ is normalized on the whole $\mu$ space and not, as $\mathcal{N}\left(x_{v}, u_{v}\right)$, on a submanifold ${ }^{31}$

$$
\begin{equation*}
\int_{\mu} D\left(x_{v}, u_{v} ; \tau\right) d_{4} x d_{4} u=1 \tag{2.20}
\end{equation*}
$$

The cloud of points represented by $D\left(x_{v}, u_{v} ; \tau\right)$ is nothing but the cloud obtained by transforming the initial cloud by the laws of motion. In other words,

$$
\begin{equation*}
D\left(x_{\mu}, u_{\mu} ; \tau\right)=T_{\tau} D\left(x_{\mu}, u_{\mu} ; 0\right), \tag{2.21}
\end{equation*}
$$

where $\left\{T_{r}\right\}$ is a representation in the space of densities on $\mu$ space of the transformation group (or semigroup if we limit ourselves to $\tau \geq 0$ ) equivalent to the laws of motion.

Deriving directly $R\left(x_{v}, u_{v} ; \tau\right)$ and taking the average value of the result obtained, it is easy to find a one-particle relativistic equation satisfied by $D\left(x_{v}, u_{v} ; \tau\right)$

$$
\begin{align*}
& \frac{\partial}{\partial \tau} D\left(x_{v}, u_{v} ; \tau\right)+u^{\mu} \partial_{\mu} D\left(x_{v}, u_{v} ; \tau\right) \\
& +\frac{F^{\mu}}{m}\left(x_{v}, u_{v}\right) \frac{\partial}{\partial u^{\mu}} D\left(x_{v}, u_{v} ; \tau\right) \\
&  \tag{2.22}\\
& \equiv \frac{d}{d \tau} D\left(x_{v}, u_{v} ; \tau\right)=0 .
\end{align*}
$$

Of course, $R\left(x_{v}, u_{v} ; \tau\right)$ also satisfies Eq. (2.22), in the derivation of which we have implicitly assumed that ${ }^{32}$

$$
\left(\partial / \partial u^{\mu}\right) F^{\mu}\left(x_{v}, u_{v}\right)=0 .
$$

This assumption is verified in the case of electromagnetic forces.

From the formal solution of Eq. (2.22), one easily sees that

$$
\begin{equation*}
T_{\tau}=\exp \left\{-\tau\left[u^{\mu} \partial_{\mu}+\frac{F^{\mu}}{m}\left(x_{v}, u_{v}\right) \frac{\partial}{\partial u^{\mu}}\right]\right\} . \tag{2.23}
\end{equation*}
$$

By adding to the right-hand side of Eq. (2.22) an ad hoc collision term. several kinetic equations (for instance, Boltzmann, Landau, Fokker-Planck equations, etc.) may be obtained.

## Connection Between the Two Formalisms

Now, we prove two lemmas which establish this connection.

[^111]

Fig. 1. Visualization of $\lim D(\tau)=0$.
Lemma 1: The distribution function $D\left(x_{\mu}, u_{\mu} ; \tau\right)$ verifies

$$
\begin{equation*}
\lim _{\tau \rightarrow \pm \infty} D\left(x_{\mu}, u_{\mu} ; \tau\right)=0 \tag{2.24}
\end{equation*}
$$

in the sense of Lebesgue measure.
Proof. Let us consider the local "instantaneous" density

$$
\rho\left(x_{v}, \tau\right)=\int d_{4} u D\left(x_{v}, u_{v} ; \tau\right)
$$

From this density, we can calculate the number of particles ${ }^{33}$ within a finite Lebesgue-measurable fourvolume $\omega \subset \mathcal{M}^{4}$, and whose proper time is $\tau$ :

$$
n_{\omega}(\tau)=\int_{\omega} d_{4} x \rho\left(x_{v}, \tau\right)
$$

Then, because of causality which implies that, having crossed $\omega$, a particle cannot return within (see Fig. 1), we have

$$
\lim _{\tau \rightarrow \pm \infty} n_{\omega}(\tau)=0, \quad \forall \omega \subset \mathbb{M}^{4}
$$

from which Eq. (2.4) follows.
Q.E.D.

It is of course not the value of $D$ which tends towards zero. The convergence of $D$ towards zero is intended to be a convergence in the sense of measures.

Lemma 2: The distribution functions $\mathcal{N}\left(x_{\mu}, u_{\mu}\right)$ and $D\left(x_{\mu}, u_{\mu} ; \tau\right)$ are connected through the relation

$$
\begin{equation*}
\mathcal{N}\left(x_{\mu}, u_{\mu}\right)=\int_{-\infty}^{+\infty} D\left(x_{\mu}, u_{\mu} ; \tau\right) d \tau . \tag{2.25}
\end{equation*}
$$

Proof. Let us first remark that from the random density

$$
R\left(x_{\mu}, u_{\mu} ; \tau\right) \equiv R\left(x_{B} ; \tau\right)
$$

we can define a random current similar to the one used

[^112]in relativistic classical electrodynamics (i.e., the Feynman current) by
\[

$$
\begin{align*}
J_{\text {Btoch }}^{A}\left(x_{B}\right) & =\int_{\text {along the tras. }} d x^{A} \cdot \delta\left[x_{B}-x_{B}\left(\tau, x_{B 0}\right)\right] \\
& =\int_{-\infty}^{+\infty} d \tau \delta\left[x_{B}-x_{B}\left(\tau, x_{B 0}\right)\right] \eta^{A}(\tau) . \tag{2.26}
\end{align*}
$$
\]

Using now the fact that (a) $\eta^{A}(\tau)$ depends on $\tau$ only through the intermediary of $x_{B}(\tau)$ and (b) $\delta$ functions occur in Eq. (2.26), we get

$$
\begin{align*}
J_{\text {stoch }}^{A}\left(x_{B}\right) & =\eta^{A} \cdot \int_{-\infty}^{+\infty} d \tau \delta\left[x_{B}-x_{B}\left(\tau, x_{B 0}\right)\right] \\
& =\eta^{A} \cdot \int_{-\infty}^{+\infty} R\left(x_{B}, \tau\right) d \tau . \tag{2.27}
\end{align*}
$$

Taking the average value of both sides of this last equality, we obtain

$$
\begin{align*}
J^{A}\left(x_{B}\right) & =\eta^{A} \cdot \int_{-\infty}^{+\infty} D\left(x_{B}, \tau\right) d \tau \\
& \equiv \eta^{A} \cdot \mathcal{N}\left(x_{B}\right), \tag{2.28}
\end{align*}
$$

from which Eq. (2.25) follows. Q.E.D.
It is now easy to show that the two given forms of the one-particle relativistic Liouville equations are consistent. Indeed, it is sufficient to integrate Eq. (2.22) over $\tau$ and to take Lemma 1 into account. Then we get Eq. (2.7).

## Discussion and Remarks 1

Here we discuss the conventional approach to relativistic kinetic theory and indicate its main characteristic features. The latter is found again later when dealing with relativistic statistical mechanics.
(1) $\mathcal{N}\left(x_{v}, p_{v}\right)$ is actually not a density of probability. Indeed, one can easily see that the zeroth-order moment (in momentum space) has no direct physical meaning and does not correspond to a normalization of $\mathcal{N}$; it is only through the first moment (i.e., the current) that the one-particle distribution function is normalized. In connection with this point it should be emphasized [contrary to what is asserted by Goto, Ref. 13, Eq. (3-9)] that the expression

$$
\begin{equation*}
\int \mathcal{N}\left(x_{v}, p_{v}\right) \delta\left(p^{v} p_{v}-m^{2}\right) 2 m \theta\left(p^{0}\right) d_{4} p \tag{2.29}
\end{equation*}
$$

is never the invariant world density of the fluid under consideration. This can be verified in the case of the distribution function of the simple gas at local equilibrium; we have

$$
\begin{gather*}
\int \frac{N \xi \rho\left(x_{v}\right)}{4 \pi m^{2} K_{2}(m \xi)} 2 m \theta\left(p^{\rho}\right) \exp \left(-\xi^{\mu} p_{\mu}\right) \cdot \delta\left(p^{\mu} p_{\mu}-m^{2}\right) d_{4} p \\
=N \rho\left(x_{v}\right) \frac{K_{1}(m \xi)}{K_{2}(m \xi)} \neq N \rho\left(x_{v}\right) . \tag{2.30}
\end{gather*}
$$

Of course, at the Newtonian limit, the right-hand side and the left-hand side of the $\neq$ in Eq. (2.30) are equal since $K_{1} \sim K_{2}$ when $\xi \rightarrow \infty$ (which is equivalent to $c \rightarrow \infty$ : see Synge ${ }^{11 e}$ ). Had we normalized $\mathcal{N}$ to $\rho\left(x_{v}\right)$, the current would no longer have had the usual form of

$$
j^{\mu}\left(x_{v}\right)=N \rho\left(x_{v}\right)\left(\xi^{\mu} / \xi\right)=N \rho\left(x_{v}\right) \bar{u}^{\mu}\left(x_{v}\right)
$$

The fundamental reason for these features is that relativistic kinetic theory is a statistics of curves rather than a statistics of points. This has already been remarked by Bergmann ${ }^{11 a, b}$ in his "generalized statistical mechanics." To specify this question more precisely we have to discuss the question of phase space. To this end let us consider the normalization condition satisfied by $\mathcal{J}\left(x_{v}, p_{v}\right)$,

$$
\begin{align*}
& \iint_{\Sigma} 2 m \theta\left(p^{0}\right) \cdot \delta\left(p^{\mu} p_{\mu}-m^{2}\right) \\
& \cdot \mathcal{N}\left(x_{v}, p_{v}\right) u^{\mu} d \Sigma_{\mu} d_{4} p=N . \tag{2.31}
\end{align*}
$$

Equation (2.31) shows clearly that the distribution function is normalized on a six-dimensional manifold, which in fact is the effective phase space. This manifold has not an invariant meaning because of the arbitrariness of $\Sigma$. This effective phase space corresponds to a possible set of initial data as in Newtonian physics. In nonrelativistic statistical mechanics phase space is indeed defined as the set of initial data, and it has an invariant meaning with respect to the Galilei group so that the possible trajectories of the system lie therein. From a relativistic point of view the possible trajectories lie in the state space, which is just the "minimum" invariant space containing all possible effective phase space. In the sequel this state space is referred to as the phase space. It is now clear that a relativistic ensemble (in the Gibbs sense) is nothing but (a) the set of all possible trajectories of the system (this manifold has actually six dimensions as it should have), and (b) an invariant measure on this set. ${ }^{34}$

To sum up, the distribution function is not a density of probability but it allows one to obtain a density of probability over each possible effective phase space.

Though $\mathcal{N}\left(x_{v}, p_{v}\right)$ is not a density, a consistent probability theory can be given in order to develop this statistics of curves. Indeed, consider an open subset $A$ of an arbitrary spacelike three-surface $\Sigma$ and call $C_{A}$ the set of trajectories intersecting $A . C_{A}$ generates a $\sigma$-field in the space of trajectories and we can define a measure on this $\sigma$-field according to

$$
\operatorname{Mes}\left(C_{A}\right)=\int_{A \subset \Sigma} j^{\mu}\left(x_{v}\right) d \Sigma_{\mu}
$$

[^113]and this measure is independent of $\Sigma$ provided the current $j^{\mu}\left(x_{v}\right)$ be conservative. The same argument can also be applied in $\mu$ space.
(2) Another remark deals with average values. Following Bergmann ${ }^{11 a, b}$ the average value of a given function with tensorial values, namely $\psi\left(x_{v}, p_{v}\right) \equiv$ $\psi\left(x_{\mathcal{A}}\right)$, is defined as
\[

$$
\begin{equation*}
\left\langle\psi\left(x_{A}\right)\right\rangle=\int_{\Sigma^{7} \subset \mu} \psi\left(x_{\mathcal{A}}\right) \mathcal{N}\left(x_{\mathcal{A}}\right) \eta^{B}\left(x_{A}\right) d \Xi_{B} \tag{2.32}
\end{equation*}
$$

\]

or with the more usual system of coordinates ( $x_{v}, p_{v}$ ):

$$
\begin{align*}
\left\langle\Psi\left(x_{v}, p_{v}\right)\right\rangle= & \iint_{\Sigma} \int_{\Sigma} \Psi\left(x_{v}, p_{v}\right) u^{\mu} \mathcal{N}\left(x_{v}, p_{v}\right) \\
& \times 2 m \theta\left(p^{0}\right) \delta\left(p^{\mu} p_{\mu}-m^{2}\right) d \Sigma_{\mu} d_{4} p \tag{2.33}
\end{align*}
$$

and hence $\langle\psi\rangle$ is biased by the choice of $\Sigma$. Consequently, average values have, in general, not a welldetermined variance. ${ }^{11,35,36}$
It should be emphasized that Eq. (2.32) or (2.33) represents the flux of the current of "property $\psi$ " through $\Xi^{7}$ or $\Sigma$, this flux being constant and independent of $\Xi^{7}$ or $\Sigma$ only when this current is conservative, which is a very particular case.

Now if we look at Eq. (2.33) more closely we remark that, although $\langle\psi\rangle$ depends on $\Sigma$, the current of property $\psi$ does not. This would suggest that local average of $\psi$ could be defined in an invariant way. Unfortunately, this is not the case and local averages are again biased by $\Sigma$. Indeed, according to Synge [Ref. 11, Eq. (241)] they are defined by

$$
\begin{equation*}
\bar{\psi}\left(x_{\alpha}\right)=J^{\mu}\left(\{\psi\}, x_{\alpha}\right) \cdot n_{\mu}^{\Sigma}\left(x_{\alpha}\right) / j^{\mu}\left(x_{\alpha}\right) \cdot n_{\mu}^{\Sigma}\left(x_{\alpha}\right), \tag{2.34}
\end{equation*}
$$

where $J^{\mu}$ is the current of property $\psi$ and $n_{\Sigma}^{\mu}\left(x^{\alpha}\right)$ is the normal unit to an arbitrary spacelike three-surface $\Sigma$. Equation (34) shows that even local averages are biased by $\Sigma$. This is of course in contrast with the definition by Goto ${ }^{13}$ [Eq. (3-8)], itself due to the incorrect normalization of $\mathcal{N}$.

However, as noted by Synge ${ }^{11 e}$ a local average could be defined

$$
\begin{equation*}
\psi\left(x_{\alpha}\right)=J^{\mu}\left\{\{\psi\}, x_{\alpha}\right) \cdot j_{\mu}\left(x_{\alpha}\right) /\left\{j^{\mu}\left(x_{\alpha}\right) j_{\mu}\left(x_{\alpha}\right)\right\} . \tag{2.35}
\end{equation*}
$$

In fact, it could be argued that we do not need a general theory of relativistic average values. Indeed, what are needed are rather the currents of the various properties $\psi$, e.g., $j^{\mu}$ or $T^{\mu \nu}$. In other words, we mainly need hydrodynamical quantities, but this only shifts the problem. In particular, there remain ambiguities in the definition of the average four-velocity of a relativistic fluid.

[^114]It would certainly be interesting to have a relativistic statistical mechanics where densities are actually densities of probability and where mean values have a well-determined variance. Unfortunately this seems to be hardly possible.
(3) In the relativistic framework there is no canonical notion of evolution of a physical system. This is in fact a counterpart of the arbitrariness of the choice of "physical space," i.e., of a spacelike hypersurface. The point of view adopted is a global one in which a sub specie aeternitatis description of the system is given. The history of the system is written in Minkowski space-time once and for all, while "physical observations" are related to spacelike three-cuts. As we have already noted, this point of view leads to building a statistics of trajectories (which constitute the fundamental element representing the system) rather than a statistics of points (which would be as arbitrary as the chosen cut of the system). Of course, in order to avoid difficulties occurring because of the ambiguous ${ }^{37}$ nature of the relativistic notion of simultaneity, we could choose a well-determined family of spacelike hypersurfaces indexed by a parameter (as, for instance, the family of three-planes $t=$ const). Doing so, a conventional notion of evolution (and hence a conventional form for relativistic statistical mechanics) would be preserved. However, the theory would include an element extraneous to the geometry of space-time and of the system and could no longer be fully covariant.
This absence of a natural and invariant notion of evolution gives rise to conceptual difficulties ${ }^{38}$ when one wants to consider relativistic stochastic processes. ${ }^{39}$ We show in another paper ${ }^{40}$ how it is possible to obtain such a relativistic theory.

This unfortunate circumstance also renders difficult a tentative description of disintegrating gases occurring, for instance, in high-energy astrophysics. A quite different reason may be found in the derivation of kinetic equations. Indeed, the derivation of kinetic equations generally implies a change of scale of

[^115]time ${ }^{41}$ (i.e., long time assumptions) and it would be most surprising that such a change depends on the method used to locate the temporal evolution of the system. Therefore, we need a temporal notion of evolution which would be intrinsically attached to the system. We shall come back to these points in the following and in Papers II and III.

## Remarks and Discussion 2

(1) In the conventional approach to relativistic kinetic theories, we essentially start with a congruence of curves in $\mu$ space, whereas in the proper time approach we deal with points. The second approach, which is completely equivalent to the conventional one, is much closer to the classical considerations and allows the application of standard methods.

It is clear, however, that the physically interesting results such as the hydrodynamic quantities, will be obtained from $\mathcal{N}\left(x_{A}\right)$ and not from $D\left(x_{A}, \tau\right)$. So, the distribution $D\left(x_{A}, \tau\right)$ is nothing but a helpful intermediary in the calculations. Nevertheless, the fact that $D\left(x_{A}, \tau\right)$ is actually a density of probability allows the obtaining of results concerning $\mathcal{N}\left(x_{A}\right)$ which could hardly be found by reasoning directly on this last distribution.
(2) In deriving $D\left(x_{A}, \tau\right)$ from $R\left(x_{A}, \tau\right)$ we have assumed the existence of a distribution of the initial values $D_{0}\left(x_{0}^{\nu}, u_{0}^{\nu}\right)$. In fact, it is sufficient to assume the existence of an averaging operation $\rangle$ such that

$$
\begin{equation*}
D\left(x_{A}, \tau\right)=\left\langle R\left(x_{A}, \tau\right)\right\rangle \tag{2.36}
\end{equation*}
$$

which need not be specified further. In the sequel we see that, in the absence of a complete solution of the problems raised by many-particle systems, more general densities can be defined without an explicit knowledge of the nature of the Cauchy data; for instance, it will be sufficient to assume the existence of such brackets $\rangle$.
(3) Note that the initial data $\left(x_{0}^{\mu}, p_{0}^{\mu}\right)$ can be considered as distributed either in the whole $\mu$ space or only on an arbitrary hypersurface. Mathematically the former distribution would correspond to a discontinuous cut of the congruence of trajectories, while the latter would correspond to a continuous cut. Physically both cases are possible because initial measures on the ensemble could perfectly be performed nonsimultaneously.
(4) Let us emphasize that in $R$ or $D,\left(\tau, x_{\mu}, u_{\mu}\right)$ are independent variables. Indeed, to see this property

[^116]we should bear in mind the definition of $R$ :
\[

$$
\begin{aligned}
R\left(x_{\mu}, u_{\mu} ; \tau\right)=\delta\left[x_{\mu}-x_{\mu}(\tau,\right. & \left.\left.x_{\mu 0}, u_{\mu 0}\right)\right] \\
& \otimes \delta\left[u_{\mu}-u_{\mu}\left(\tau, x_{\mu 0}, u_{\mu 0}\right)\right]
\end{aligned}
$$
\]

However, in the same way as in conventional statistical mechanics, we could say in a fictitious sense that $u^{\mu}=d x^{\mu} / d \tau$ [instead of $\left.d x^{\mu}(z) / d z=u^{\mu}(z)\right]$.
(5) Let us note that it is always possible to set

$$
D\left(x_{v}, u_{v} ; \tau\right)=\hat{D}\left(x_{v}, u_{v} ; \tau\right) \cdot \delta\left(u^{\mu} u_{\mu}-1\right)
$$

while $\hat{D}$ also verifies the Liouville equation (2.22). This is easily shown by introducing relation (2.36) in Eq. (2.22) and taking into account $u^{\mu} F_{\mu}=0$. This is, of course, due to the fact that the constraint $u^{\mu} u_{\mu}=1$ is also a constant of motion.
(6) In the case where we are only interested in the future ${ }^{42}$ behavior of the system (i.e., $\tau>0$ ), we have no longer a conservation relation of the form $\partial_{\mu} j^{\mu}\left(x_{v}\right)=0$. Let us assume indeed that the particles of the system are for instance created at some points in space-time which are considered as initial data. Then the conservation of the number of particles read

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial \tau} \int D\left(x_{\mu}, u_{\mu} ; \tau\right) d_{4} u+\partial_{\mu} \int D\left(x_{\mu}, u_{\mu} ; \tau\right) u^{\mu} d_{4} u=0 \\
\tau \geq 0
\end{array}\right.
$$

which, integrated over $\tau$ from zero to infinity, leads to

$$
\begin{equation*}
\partial_{\mu} j^{\mu}\left(x_{v}\right)=\int D_{0}\left(x_{v}, u_{\nu}\right) d_{4} u \tag{2.38}
\end{equation*}
$$

where we have taken Lemmas 1 and 2 into account. More generally, this point of view leads to source terms in the various equations considered. Note that it is only in such a case that we actually have a semigroup $\left\{T_{r}\right\}$ and not a group. This point of view is very helpful when we deal with a disintegrating gas consisting of excited subsystems (e.g., atoms).

Let us now examine the case where the initial data are distributed on a given spacelike hypersurface $\Sigma$. We have the "nonconservation" relation

$$
\begin{equation*}
\partial_{\mu} j^{\mu}\left(x_{v}\right)=\rho_{0}\left(x_{v}\right) \delta_{\Sigma} \tag{2.39}
\end{equation*}
$$

which at first sight could be most surprising. However, it is easy to see that relation (2.39) does not violate the conservation of the number of particles. Indeed let us consider (see Fig. 2) a spacelike hypersurface $S$ situated in the future of $\Sigma$ and thus such that $S \cap \Sigma=$ $\varnothing$. As a result we have

$$
\begin{equation*}
\left.\partial_{\mu} j^{\mu}\left(x_{v}\right)\right|_{x_{v} \in S} \subset \text { future of } \Sigma=0 \tag{2.40}
\end{equation*}
$$

since $\delta_{\Sigma}=0$ for all points $x \notin \Sigma$. As a consequence the number of particles crossing any set $A \subset S$ is, as

[^117]

Fig. 2. Apparent lack of conservation of particles.
expected, equal to the number of particles crossing the similar set on $\Sigma$. Of course, this is no longer the case when $S \cap \Sigma \neq \varnothing$ (see Fig. 2).
(7) In writing Eq. (2.14) we have neglected the radiation reaction (in the case of a charged particle). If we take this last effect into account, instead of Eq. (2.14) we would write the Abraham-Lorentz-Dirac equations

$$
m_{0} \frac{d u^{\mu}}{d \tau}=e F_{\mathrm{ext}}^{\mu \nu} u_{v}+\frac{2}{3} e^{2}\left(\frac{d^{2} u}{d \tau^{2}}-\left(\frac{d u_{v}}{d \tau}\right)\left(\frac{d u^{v}}{d \tau}\right) u^{\mu}\right\}
$$

while the $\mu$ space would be a 12 -dimensional space: $\mu=\left(\left\{x_{\rho}\right\},\left\{u_{\rho}\right\},\left\{\gamma_{\rho}\right\}\right)$. In this generalized $\mu$ space the one-particle random density is of the form
$R_{1}\left(x_{\mu}, u_{v}, \gamma_{v} ; \tau\right)=\delta\left[\gamma_{\mu}-\gamma_{\mu}\left(\tau, x_{0} u_{0}\right)\right] \otimes R\left(x_{v}, u_{v} ; \tau\right)$,
where we have not indicated a $\gamma_{0}^{v}$ dependence for reasons which is given in a precise manner in Paper II. Hence the generalized $R_{1}$ is also averaged by means of the same $D_{0}\left(x_{0}^{\nu}, u_{0}^{\nu}\right)$ and yields a generalized oneparticle distribution function $D^{G}\left(x^{v}, u^{v}, \gamma^{v} ; \tau\right)$ which verifies an equation similar to Eq. (2.22). However, $D^{G}$ no longer satisfies a Liouville theorem because of the form of the equations of motion. From this $D^{G}$ we can obtain, after an integration over the proper time, a $\mathcal{N}^{a}$. The normalization of this $\mathcal{N}^{a}$ is given in Paper II where this formalism is studied in detail; in particular, it allows (for instance) the construction of an acceleration mechanism for the charged component of cosmic rays by random force fields which takes into account the energy loss due to radiation.

## 3. SUMMARY OF RELATIVISTIC DYNAMICS

In this section we briefly recall the starting points and the main formulas of dynamics of relativistic particles.

Before performing this program, we should bear in mind that, within the framework of relativistic nonquantal physics, only three kinds of fields of force are actually known. Only scalar (or pseudoscalar),
vector, and tensor fields are known, which can be more or less considered as describing respectively classical nuclear forces, electromagnetic forces, and gravitation. As usual, relativistic forces may be divided into external forces and interaction ones. Among the former, there is no example of an external scalar field of force, though we could perhaps consider some collective effects of nuclear forces in the so-called neutron stars. ${ }^{43}$ We cannot consider the gravitational forces as interactions because they are generally very weak (although this assertion be trivially false in the hypothetical case of collapsing stars ${ }^{44}$ or even for superdense stars). However, they may have some important collective effects and hence generally act as "external forces." For the sake of simplicity we discard gravitational collective forces: they introduce only minor modifications of the given formalism. For instance, $\partial_{\mu}$ has to be replaced by $\nabla_{\mu}$ which involves derivatives of the metric tensor $g^{\mu \nu}$ itself depending functionally on the one-particle reduced density (this last statement is equivalent to considering only collective effects of the gravitational field).

## One-Particle Dynamics

The equations of motion of a particle imbedded both in an external electromagnetic field and an external "mesic" field are

$$
\begin{equation*}
\frac{d}{d \tau}\left\{m_{0}+\lambda \phi\left(x_{\alpha}\right)\right\} u^{\mu}=\lambda \partial^{\mu} \phi\left(x_{\alpha}\right)+e F^{\mu \nu}\left(x_{\alpha}\right) u_{\nu} \tag{3.1}
\end{equation*}
$$

or

$$
\begin{equation*}
\left\{m_{0}+\lambda \phi\left(x_{\alpha}\right)\right\} \frac{d}{d \tau} u^{\mu}=\lambda \Delta^{\mu v}\left(u_{\alpha}\right) \partial_{v} \phi\left(x_{\alpha}\right)+e F^{\mu v}\left(x_{\alpha}\right) u_{v} \tag{3.2}
\end{equation*}
$$

and they can be cast into a Hamiltonian form (see the review article by Schay ${ }^{45}$ ).

A possible Hamiltonian is ${ }^{46}$

$$
\begin{equation*}
H=\left[\left(p^{\mu}-e A^{\mu}\right)^{2} / 2\left(m_{0}+\lambda \phi\right)\right]-\frac{1}{2} \lambda \phi \tag{3.3}
\end{equation*}
$$

and hence the canonical equations read

$$
\begin{align*}
& \frac{d x^{\mu}}{d \tau}=\frac{\partial H}{\partial p_{\mu}}=\frac{p^{\mu}-e A^{\mu}}{m_{0}+\lambda \phi} \\
& \frac{d p^{\mu}}{d \tau}=-\frac{\partial H}{\partial x_{\mu}}=+\lambda \partial^{\mu} \phi+e u^{\rho} \partial_{\rho} A^{\mu} \tag{3.4}
\end{align*}
$$

[^118]In the above equations (3.1)-(3.4), $\phi$ is the "mesic" field (coupling constant $\lambda$ ) and $F^{\mu \nu}$ is the electromagnetic field ( $F^{\mu \nu}=\partial^{\mu} A^{\nu}-\partial^{v} A^{\mu}$, coupling constant $e$ ). We have recalled these well-known properties only to introduce canonically conjugated variables ( $x_{\mu}, p_{\mu}$ ). In fact we rather use the variables ( $x_{\mu}, u_{\mu}$ ). Let us also mention that the expression

$$
\begin{equation*}
H=\sum_{i=1}^{i=N} H_{i} \tag{3.5}
\end{equation*}
$$

constitutes a formal Hamiltonian for a system of noninteracting particles [ $H_{i}$ is given by Eq. (3.3), where all symbols are indexed by $i$ ].

## Many-Particle Dynamics

Dynamics of relativistic interacting particles are exposed in detail in three complementary books by Barut, ${ }^{47}$ Rohrlich, ${ }^{48}$ and Rzewuski ${ }^{49}$ (see also Bergmann ${ }^{11}$ ).

Essentially two different points of view can equally be adopted. They are the action-at-a-distance and the field point of view (for a comparison and a discussion, see Havas ${ }^{50}$ ).

In the field point of view, we start with the equations of motion derived for instance from the Hamiltonian (3.5), to which equations for the fields are added; i.e.,

$$
\begin{gather*}
\square A^{\mu}\left(x_{\rho}\right)=\sum_{i=1}^{i=N} 4 \pi e_{i} \int_{-\infty}^{+\infty} \delta\left[x_{\rho}-x_{\rho i}\left(\tau_{i}\right)\right] d x_{i}^{\mu},  \tag{3.6}\\
\partial_{\mu} A^{\mu}\left(x_{\rho}\right)=0, \tag{3.7}
\end{gather*}
$$

for the electromagnetic field and (for instance)

$$
\begin{equation*}
\square \phi\left(x_{\rho}\right)+M_{0}^{2} \phi\left(x_{\rho}\right)=\sum_{i=1}^{i=N} \lambda_{i} \int_{-\infty}^{+\infty} \delta\left[x_{\rho}-x_{\rho i}\left(\tau_{i}\right)\right] d \tau_{i} \tag{3.8}
\end{equation*}
$$

for the "mesic" field. ${ }^{51}$ Now, Eqs. (3.6), (3.7), and (3.8) contain both field and particle variables. However, these equations also involve the self-fields and therefore include divergences which have to be eliminated with the help of the so-called "renormalization of mass." As we see in Paper II, in a statistical treatment it is not easy to separate the effects due to mass renormalization from other terms. ${ }^{52}$ It seems

[^119]also hardly possible to split the fields into self-fields, radiation fields, interaction fields, etc.; we have only one entity, the total field. Note also that in the field point of view the mass $m_{0}$ appearing in the equations of motion for the particles is the bare mass.

In the action-at-a-distance formalism there is no field to support interactions and the equations of motion are given a priori. For instance, in the electromagnetic case one may start from the Fokker variational principle ${ }^{53}$

$$
\begin{align*}
\delta S= & \delta\left\{m_{0} \sum_{i=1}^{i=N} \int\left(u_{i}^{\mu} u_{\mu}^{i}\right)^{\frac{1}{2}} d \tau\right. \\
& \left.+\frac{1}{2} \sum_{i, j} e^{2} \iint u_{\mu}^{i} u_{j}^{\mu} G\left(x_{i}^{\mu}-x_{j}^{\mu}\right) d \tau_{i} d \tau_{j}\right\}=0, \tag{3.9}
\end{align*}
$$

where $G\left(x_{\rho}\right)$ is a kernel specifying the interaction ${ }^{54}$ under consideration. As a result the equations of motion are very complicated integrodifferential ones and hence most difficult to solve. For the sake of comparison with the field point of view we adopt the ideas developed by Bergmann ${ }^{11}$ according to which in Eq. (3.9) $m_{0}$ is again the bare mass. ${ }^{55}$

Both approaches lead to the Lorentz-Dirac equations and their generalizations to interacting particles:

$$
\begin{equation*}
m\left(d u_{i}^{\mu} / d \tau_{i}\right)=\Gamma_{i}^{\mu}+e e_{F_{i n t}^{(i)} u_{v i}} u_{v i}, \quad i=1 \cdots N \tag{3.10}
\end{equation*}
$$

where $\Gamma_{i}^{\mu}$ is the radiation reaction term

$$
\begin{equation*}
\Gamma_{i}^{\mu}=\left\{m \tau_{0} \frac{d^{2} u_{i}^{\mu}}{d \tau_{i}^{2}}+\frac{d u_{i}^{\rho}}{d \tau_{i}} \cdot \frac{d u_{\rho}^{i}}{d \tau_{i}} u_{i}^{\mu}\right\} \tag{3.11}
\end{equation*}
$$

$m$ being the finite renormalized mass and $\tau_{0}$ the socalled "noncausality" time ${ }^{48}$

$$
\begin{equation*}
\tau_{0}=\frac{2}{3} e^{2} / m \tag{3.12}
\end{equation*}
$$

Note that Eq. (3.11) can also be rewritten as

$$
\begin{equation*}
\Gamma_{i}^{\mu}=m \tau_{0} \Delta^{\mu \nu}\left(u_{\rho i}\right) d u_{v}^{i} / d \tau_{i} . \tag{3.13}
\end{equation*}
$$

In Eq. (3.10) $\stackrel{(i)}{i n t}_{F_{\text {int }}^{\mu \nu}}$ is the field due to all other particles but the $i$ th; it satisfies ${ }^{56}$ :

$$
\left\{\begin{array}{l}
\partial_{v}^{(i)} F_{\text {int }}^{(i) *}=0,  \tag{3.14}\\
\partial_{\mu}^{(i)} F_{\text {int }}^{\mu \nu}=\sum_{j \neq i} e \int_{-\infty}^{+\infty} \delta\left[x_{i}^{\mu}-x_{j}^{\mu}\left(\tau_{j}\right)\right] d x_{j}^{v}
\end{array}\right.
$$

[^120]Equation (3.10) is obtained by splitting the self-field due to the $i$ th particle into

$$
\begin{align*}
&\left(F_{\mathrm{self}}^{\mu v}\right)^{\mathrm{ret}}=\frac{1}{2}\left\{\left(F_{\mathrm{seff}}^{\mu v}\right)^{\mathrm{ret}}+\left(F_{\mathrm{self}}^{\mu \nu}\right)^{\text {adv }}\right\} \\
& \quad+\frac{1}{2}\left\{\left(F_{\mathrm{self}}^{\mu v}\right)^{\mathrm{ret}}-\left(F_{\mathrm{self}}^{\mu v}\right)^{\text {adv }}\right\}, \tag{3.15}
\end{align*}
$$

the first term of the right-hand side of Eq. (3.15) leading to the renormalization of mass while the second term yields rigorously $\Gamma_{i}^{\mu}$.

Had we used symmetrical actions, then Eq. (3.10) would have appeared as the result of the action of an "absorber" ${ }^{57}$ (complete or incomplete ${ }^{48}$ ).

At this stage we want to emphasize that the LorentzDirac equations are not approximate equations, valid to a given order in $e^{2}$, as is sometimes stated. We must also note that Eq. (3.10) are not the correct equations of motion since they lead to the well-known nonphysical "runaway solutions." To eliminate the latter we can impose an asymptotic condition (or several ones):

$$
\begin{equation*}
\lim _{\tau_{i} \rightarrow \pm \infty}\left(\frac{d u_{i}^{\mu}}{d \tau_{i}}\right)=0, \quad i=1 \cdots N \tag{3.16}
\end{equation*}
$$

In Paper II we exploit Eq. (3.10), to which conditions (3.16) will be added.

At this step it is absolutely necessary to note that very important problems in either approach are not solved. ${ }^{18}$ For instance, the existence and uniqueness of solutions of the equations of motion are not known, the exact nature of Cauchy data is not known, etc.

## 4. STATEMENT OF THE MAIN STATISTICAL PROBLEMS

Basic problems in relativistic statistical mechanics are of several sorts. Firstly, they are of dynamical order: What are initial data (and hence phase space)? To what extent does the non-Hamiltonian character of relativistic dynamics permit the transposition of Newtonian statistical mechanics? Secondly, they are of statistical order: What may be called a "relativistic Gibbs ensemble"? How does one treat in a covariant way the random character of the possibly existing fields? Thirdly they are also relevant to measure theory (in the so-called "operational" sense): given initial data, how is it possible to obtain them experimentally (i.e., with a gedanken experiment)? In this section we set these problems and try to give some insight into their possible (and future?) solution.

## Initial Data-Observations and Measures

In Newtonian statistical mechanics probabilities are introduced with initial data of the subjacent dynamical

[^121]problem. These probabilities are introduced so as to take into account the "nonaccuracy of the measurements" of an observer at an instant considered as being the origin of times. In the preceding sentence are two key expressions which we should investigate in order to see whether they could also be used with the same meaning in the relativistic framework: "measurement at a given time" and "observer." In Newtonian physics an "observer" is, at least in principle, able to perform instantaneous measurements and hence to have a global knowledge of the whole system at a given time. Is this situation prevailing in special relativity? It is one of the aims of this section to answer this question.

Let us now consider an observer ${ }^{58}$ (i.e., a "punctual physicist" moving along a timelike curve in space-time and hence using "punctual physical apparatus"!) and a many-particle system on which this observer wants to undertake miscellaneous experiments. Naturally this observer knows the nature of the particles of the system, the laws of motion of these particles and possibly of the fields. Before answering the question of knowing how he proceeds, let us first remark that the observer is not necessarily a Galilean observer (i.e., his trajectory in Minkowski space-time is not necessarily a timelike straight line). Moreover, let us assume, as is conventionally done, that this observer receives information only through electromagnetic signals (or more generally through signals propagating in space-time with the velocity of light). Of course, this is not an essential hypothesis and we see below what kind of modifications would be implied by signals with a velocity less than that of light.
At a given instant of his clock taken as the origin of times, this observer receives the signal emitted-or reflected-(see Fig. 3) by the different particles of the system and locates them in space-time. It is indeed possible to locate space-time events only with time measurements and using signals traveling with the speed of light. ${ }^{59.60}$ The observer may receive information on the state of the fields ${ }^{61}$ on the backward null cone $\Gamma^{-}(0)$. Such a process is referred to as an "observation." Although it seems hardly possible to imagine a thought experiment which gives an observation of the fields, we assume, however, that this is
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Fig. 3. Location of particles in space-time.
actually possible. If we did not make such an assumption, it would be impossible to describe completely relativistic statistical systems. The process of observation is by essence nonlocal. On the contrary, the measures affected by the observer are local processes relative to the event of space-time where the observer experiments. For instance, the field at point $O$ (see Fig. 5) can be measured (e.g., with a test particle, whose interactions with the field are sufficiently weak in order that they have practically no influence on the system under consideration).

At this point, we may note that neither observations nor measures can be performed instantaneously. ${ }^{60,62}$ In fact, the processes of observations and measures start slightly before the event $O$ taken as the origin, say $O^{\prime}$ (see Fig. 5). The point $O^{\prime}$ can even be rejected towards the far past when the system is infinite. At any rate, the final results of observations or measures give initial data lying on a null cone. This shows that, given an observer, there exists a canonical slicing of space-time by a family of backward cones whose origins last on the trajectory of this observer (see Fig. 4). Therefore, the physical space at a given instant (proper time) of a definite observer is never a spacelike three-plane or even a spacelike three-surface but rather a backward null cone. As a consequence, an event $M$ may be located by (see Fig. 5):
(a) the direction of the 4 -vector $O M$;
(b) the proper-time interval between $O$ and $O^{\prime}$.

Unfortunately, these intrinsic notions (intrinsic modulo the observer who constitutes the only data extraneous to the geometry of the system and of Minkowski space-time-however, in an operational point of view, it is necessary to introduce an observer) are of poor
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Fig. 4. A canonical "slicing" of space-time.
interest in the important case of electromagnetic interactions. Indeed, in that case the null cone is a characteristic surface of the Maxwell equations. Consequently, the data of the electromagnetic field on this surface are not sufficient to determine the future field completely (and uniquely). This is a well-known mathematical property: the Cauchy problem is not well set when the initial data lie on a characteristic surface. Physically, this could mean that such observations are incomplete by nature. We are thus led to give up such an intrinsic slicing of space-time and should use an arbitrary hypersurface to locate the initial data of the statistical system under consideration.

Let us also note that in the preceding discussion we have implicitly assumed that the observer and the physical system are not imbedded in a refractive medium. If it were not the case, the situation would be worse. Indeed, instead of obtaining initial data on a null cone the observer would only get initial data on a timelike conoid since light would propagate with a lesser velocity (see Fig. 6). As a consequence, the observer never has a complete knowledge of the system (see Fig. 6). Furthermore, it is not sure at all that the Cauchy problem on a timelike hypersurface for the fields has a solution or even a meaning.


Fig. 5. Location of an event.


Fig. 6. Example of a nonobservable particle when using electromagnetic signals (in a dispersive medium).

At the beginning of this section we limited ourselves to the use of signals traveling with the speed of light. Had we used signals with a lesser velocity, the conventional notion of a physical three-space (see Fig. 7) would no longer have been preserved: initial data would have been found in (and also on) the null cone $\Gamma^{-}(0)$ and hence would last in a four-dimensional space.

Among the consequences of the preceding (brief) discussion, we see that in the most important case of electromagnetic interactions, it is necessary to introduce an arbitrary initial spacelike three-surface on which initial data are given. However, this scheme leads to the notion introduced by Cattaneo, ${ }^{63}$ of an extended observer, i.e., an infinite family of local observers (as the one previously considered) whose trajectories are orthogonal ${ }^{64}$ to the initial spacelike hypersurface. In other words, we could use a fluid of


Fig. 7. Use of signals propagating with velocity less than that of light.
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Fig. 8. Two Lorentzian observers.
reference. ${ }^{65}$ Let us note that this notion of an extended observer renders irrelevant the distinction between observation and measure. Furthermore, from an operational point of view, it seems difficult to relate measures or observations of an extended observer to usual notions using clocks, rods, and signals.

In the cases where the null cones are not characteristic surfaces of the field equations, let us try to relate the observations or measures of two Galilean observers. We assume, without loss of generality, that they pass through the same event $S$ (see Fig. 8) where they have synchronized their clocks. Let us assume now that $M$ and $M^{\prime}$ are the origins of the proper times for the two observers $O$ and $O^{\prime}$, respectively. First, we remark that $M$ and $M^{\prime}$ are related by a proper orthochronous Lorentz transformation. Therefore the measure of a local quantity $\mathbf{F} \cdots(M)$ by observer $O$ is related to the measure of the same local quantity F $\cdots\left(M^{\prime}\right)$ by a Lorentz transformation. ${ }^{66}$ On the contrary, the results of observations are global quantities which cannot easily be interrelated since they refer to different cuts of the subjacent physical system. Let us note that when Lorentz transformations are considered, it is intended that the point $S$ is the fixed point.

Let us now draw some conclusions from this brief analysis.
(a) At any rate the Cauchy data measured by an observer are of the same nature as in Newtonian physics (i.e., lying on a spacelike 3-plane $t=$ const or even on a spacelike 3 -surface; in a following paragraph we see that the mathematical Cauchy data could even be much more complicated).
(b) The initial data measured by an observer are not always sufficient to fully determine the ulterior behavior of the physical system.

[^125](c) It is not at all clear whether the mathematical Cauchy data ${ }^{67}$ can actually be measured.
(d) Points (a), (b), and (c) above suggest a choice, as fundamental random data to be introduced in relativistic statistical mechanics, of the trajectories of the particles and possibly the fields rather than "initial data." Indeed, a fully invariant viewpoint should be independent of "observers," systems of coordinates, etc. As a consequence, only the complete trajectories of the particles of the system are at our disposal to be chosen at random. Furthermore, such a point of view is in agreement with the one considered in the relativistic kinetic theory. However, one runs into the trouble that it cannot be directly related to conventional ideas according to which probabilities have to be introduced ab initio. ${ }^{68}$ We come back to these questions in the following.

## Statement of the Fundamental Statistical Problem

The preceding discussion has suggested that from an operational viewpoint "initial data" of the system are not always complete. If the basic statistical problem is to be well set, then what should be "randomized" is the "mathematical ${ }^{69}$ Cauchy data." Henceforth we limit ourselves to these "mathematical Cauchy data," always bearing in mind that the problem of knowing how they could actually be measured remains open. In this section we mainly deal with the field point of view although we do not completely forget action-at-a-distance.

For the sake of discussion we consider only the example of a system of identical particles interacting through a scalar potential $\phi$ satisfying Eq. (3-8). Naturally the main results of the discussion remain valid for electromagnetic interactions. Setting now (see Sec. 5)

$$
\begin{equation*}
R_{1}\left(x_{\mu}, u_{\mu} ; \tau\right)=\sum_{i=1}^{i=N} \delta\left[x_{\mu}-x_{\mu i}(\tau)\right] \otimes \delta\left[u_{\mu}-u_{\mu i}(\tau)\right] \tag{4.1}
\end{equation*}
$$

Equation (3.8) can be rewritten as

$$
\begin{equation*}
\square \phi+M_{0}^{2} \phi=\lambda \int_{-\infty}^{+\infty} d \tau \int d_{4} u R_{1}\left(x_{\mu}, u_{\mu} ; \tau\right), \tag{4.2}
\end{equation*}
$$

[^126]while the equations for the particles are again
\[

$$
\begin{equation*}
m\left(d u_{i}^{\mu} / d \tau_{i}\right)=\lambda \Delta^{\mu v}\left(u_{\alpha i}\right) \partial_{v} \phi\left(x_{\alpha i}\right), \quad i=1 \cdots N \tag{4.3}
\end{equation*}
$$

\]

Now let us come back to the initial-value problem and try to set it in a form similar to the Newtonian one. To this end we assume that initial data are given on a spacelike three-surface. ${ }^{70}$ If $\phi$ were an external field then the solutions of Eq. (4.3) would depend on 6 N initial data ( $x_{i 0}^{H}, u_{i 0}^{\mu}$ ). In the same way, if the motion of the particles were completely known [i.e., if the righthand side of Eq. (4.2) were known], it seems a priori that we should have to solve a relatively simple Cauchy problem for Eq. (2). In fact it is not so. Indeed the source term of Eq. (4.2) does not vanish in the past of $\Sigma_{0}$ and therefore the Cauchy problem has no meaning! ${ }^{71}$ A way out of this difficulty is the following. Since the physicist is interested only in the future of $\Sigma_{0}$, one may assume that interactions are switched on on $\Sigma_{0}$. Therefore the source term actually vanishes in the past of $\Sigma_{0}$ and hence the Cauchy problem has a meaning. Such an assumption is therefore necessary if we want to preserve a form similar to the Newtonian one for the initial-value problem. Such a drastic assumption is implicitly contained in the work quoted in Ref. 10, where electromagnetic interactions are dealt with.

For the sake of a further discussion we assume the validity of the two following hypotheses which are themselves studied later.

Assumption 1: Interactions are switched on on $\Sigma_{0}$, the source of interactions vanishing "before" $\Sigma_{0}$.

Assumption 2: The initial data of the system consists (on $\Sigma_{0}$ ) of the $6 N$ particular data ( $x_{i 0}^{\mu}, u_{i 0}^{\mu}$ ) and of the usual field data ( $\phi_{0}, \partial \phi_{0}$ ) (where $\partial \phi_{0} \equiv$ $n_{\Sigma_{0}}^{\mu} \partial_{\mu} \phi_{0}$ is the normal derivative of the field on $\phi_{0}$ ). Note that this last hypothesis is only a plausible one.

Under these assumptions the Cauchy problem for Eq. (4.2) is easily solved and we get

$$
\begin{align*}
\Phi\left(x_{\rho}\right)= & \int_{\Sigma_{0}}\left\{\Delta\left(x_{\rho}-x_{\rho}^{\prime}\right) \partial \Phi_{0}\left(x_{\rho}^{\prime}\right)\right. \\
& \left.-\partial \Delta\left(x_{\rho}-x_{\rho}^{\prime}\right) \Phi_{0}\left(x_{\rho}^{\prime}\right)\right\} d \Sigma_{0}  \tag{4.4}\\
& +\lambda \iint_{0}^{+\infty} \Delta\left(x_{\rho}-x_{\rho}^{\prime}\right) R_{1}\left(x_{v}^{\prime}, u_{v}^{\prime} ; \tau^{\prime}\right) d_{4} x^{\prime} d_{4} u^{\prime} d \tau^{\prime}
\end{align*}
$$

[^127]where $\Delta\left(x_{\rho}\right)$ is an appropriate Green function of Eq. (4.2).

At this stage we can adopt several viewpoints and they are, of course, somewhat related.
(a) The initial field on $\Sigma_{0}$ and its normal derivative are given and not at random. In such a case we have only to deal with the particle aspect of relativistic statistical mechanics since the field variables can be completely eliminated. This point of view leads to a relativistic Klimontovich hierarchy ${ }^{15}$ (for the scalar interaction, of course) which is studied in Paper II. Equation (4.4) shows that the field $\phi\left(x_{\rho}\right)$ is a random field because it functionally depends on the random ${ }^{72}$ density $R_{1}$. This field, although initially not correlated with the initial particular data, does not remain uncorrelated with the particle variables. It can also be remarked that the first term of the right-hand of Eq. (4.4) (which involves the dependence on $\phi_{0}$ and $\partial \phi_{0}$ ) is a solution of the homogeneous Klein-Gordon Eq. (4.2) and hence will play the role of an external force field in the equations of motion of the particles.
(b) The initial field on $\Sigma_{0}$ and its normal derivative are chosen at random. In such a case the field $\phi$ is random, both due to the random distribution $R_{1}$ and to the initial field data. This point of view has been adopted by a large number of authors. It can be summarized by saying that it deals with a random Cauchy problem. Here also, there are several possibilities: either the initial data of the field and of the particles are correlated or they are uncorrelated. In the latter case everything occurs as if we were considering the preceding point of view except that the system is embedded in a random external force field. More precisely, let us assume that our ultimate aim is to obtain a kinetic equation; then we first derive (with the help of various approximations and hypotheses) a kinetic equation in a given external force field and next remember that this force field is random. Thus we have random kinetic equations which can be solved (at least formally) with different techniques. ${ }^{73}$

If, in order to be more "realistic," we want to get rid of assumption 1 and to know the behavior (statistical or not) of the system in the future of $\Sigma_{0}$, we must give up the conventional form (i.e., similar to the Newtonian one) of the initial-value problem. We may, as above, assume that the initial data of the particles are distributed on $\Sigma_{0}$ while the field (and its

[^128]normal derivative) can be written as
$$
\phi\left(x_{\rho}\right)=\phi^{+}\left(x_{\rho}\right)+\phi^{-}\left(x_{\rho}\right)+\phi_{\mathrm{in}}\left(x_{\rho}\right),
$$
where $\phi^{+}$is the contribution to $\phi$ of $R_{1}$ for $\tau \geq 0, \phi^{-}$ is the contribution due to the past $(\tau<0)$, and where $\phi_{\mathrm{in}}$ is an arbitrary solution of the homogeneous equation (4.2) and represents more or less an initial radiation field. ${ }^{74}$ More precisely,
\[

$$
\begin{aligned}
& \phi^{+}\left(x_{\rho}\right)=\Delta^{*} \int_{0}^{+\infty} \int d \tau d_{4} u R_{1}\left(x_{\rho}, u_{\rho} ; \tau\right), \\
& \phi^{-}\left(x_{\rho}\right)=\Delta^{*} \int_{-\infty}^{0} \int d \tau d_{4} u R_{1}\left(x_{\rho}, u_{\rho} ; \tau\right) .
\end{aligned}
$$
\]

In this scheme what is random? First of all the initial data of the particles are again chosen at random on $\Sigma_{0}$. Secondly, the past of the system can be chosen at random. For instance, if we assume that there is no initial field, then this "random past" is entirely included in the random function $R_{1}\left(x_{\rho}, u_{\rho} ; \tau\right)$ (with $\tau<0$ ). In order to be compatible with the initial particular data, this random function should satisfy some consistency conditions; e.g., $R_{1}$ should be such that

$$
\lim _{\substack{\tau \rightarrow 0 \\ \tau<0}}\left\langle R_{1}\left(x_{\rho}, u_{\rho} ; \tau\right)\right\rangle=\left.D_{1}\left(x_{\rho}, u_{\rho}\right)\right|_{x_{\rho} \in \Sigma_{0}}
$$

be verified. ${ }^{75}$ Note that this function is random not only because of the random character of the initial particular data but also because of the random character of the past of the system. $\phi_{\text {in }}$ may also be chosen at random with or without correlations with the Cauchy data of the particles. Whether this kind of initial-value problem is consistent with the one developed above or not is questionable, as remarked by Havas and Rohrlich. In our opinion, this last point of view corresponds more deeply to the principal features of relativistic interactions, and in particular to nonlocality. Furthermore, it appears to be more physical.

Finally the preceding discussion suggests the abandoning of the idea to set the initial-value problem in a form similar to the Newtonian one. For instance, if we want to remove assumption 1, then the Cauchy problem for the field can be set only at infinity. ${ }^{47,48}$ In that case, we get

$$
\begin{align*}
\phi\left(x_{\rho}\right)=\lambda \iint_{-\infty}^{+\infty} \iint_{\rho} \Delta\left(x_{\rho}-\right. & \left.x_{\rho}^{\prime}\right) R_{1}\left(x_{\rho}^{\prime}, u_{\rho}^{\prime} ; \tau^{\prime}\right)  \tag{4.5}\\
& \times d \tau^{\prime} d_{4} x^{\prime} d_{4} u^{\prime}+\phi_{\mathrm{in}}\left(x_{\rho}\right)
\end{align*}
$$

[^129]which clearly shows that only two elements are at our disposal to be chosen at random: (a) the incident field $\phi_{\mathrm{in}}$ and (b) $R_{1}$, or more precisely the entire trajectories of the particles of the system. Of course, these elements can be correlated or not. It seems, however, that it is more "physical" to consider $\phi_{\text {in }}$ and $R_{1}$ as being uncorrelated. ${ }^{76}$ It may be remarked that this last point of view also includes action-at-adistance (with $\phi_{\text {in }}=0$ ). In our opinion only this last point of view has a fully invariant meaning and therefore we adopt it henceforth. ${ }^{77}$ It has also the great advantage to avoid the explicit knowledge of the solution of the initial-value problem.

## Remarks on the Statistical Treatment of Fields

The preceding paragraph indicates that in general, random fields are dealt with (or random variables in functional spaces when dealing with $R_{1}$ ). For instance, $\phi_{0}$ and $\partial \phi_{0}$ may be considered as random variables in the Hilbert space $£^{2}\left(\mathcal{M}^{4}\right)$, e.g., when the field energymomentum is finite. [Indeed, in that case we have

$$
P^{\mu}\left(\Sigma_{0}\right)=\int_{\Sigma_{0}} T^{\mu \nu}\left(\phi_{0}, \partial \phi_{0}\right) d \Sigma_{v}<\infty,
$$

where $T^{\mu \nu}$, the momentum-energy tensor, is a positive definite quadratic form in $\phi_{0}$ and $\partial \phi_{0}$, which property implies that $\left(\phi_{0}, \partial \phi_{0}\right) \in\left\{\mathcal{L}^{2}\left(\mathcal{M}^{4}\right)\right\}^{\times 2}$.] In the same way $R_{1}\left(x_{\mu}, u_{\mu} ; \tau\right)$ is a random process ${ }^{78}$ in the latticed Banach space of positive measures ${ }^{79}$ in $\mathcal{M}^{4}$.

Unfortunately only very little is known on measures in functional spaces. For instance nobody has yet been able to obtain a nontrivial ${ }^{80}$ Gaussian measure in Hilbert space. ${ }^{81} \mathrm{~A}$ usual treatment consists in doing a statistics of field oscillators, at least in the electromagnetic case. ${ }^{82}$ However, this procedure is mathematically not well defined. [For instance, this point of view leads naturally to a Gaussian measure in Hilbert space, which measure is known to be such that $\mu\left(\mathcal{L}^{2}\right)=0 .{ }^{81}$ However, it would be most interesting to find the reasons why such a point of view (which is obviously incorrect in the case of a Gaussian measure) leads to physical results. The problem is open. An element of answer would perhaps be the

[^130]following: practically "reduced measures" involving one or two or a few oscillators variables are actually used to obtain physical results and never the complete "measure" (which has no mathematical meaning).] Another treatment, which is used in what follows, is inspired from turbulence theory. It consists in assuming that the complete statistical properties of a random variable in a functional space $\mathcal{H}$ are known when all the "moments" are given. In other words, the statistical properties of the random variable $f \in \mathscr{H}$ are assumed to be known when the infinite sequence
$$
\langle f\rangle \in \mathscr{H}, \quad\langle f \otimes f\rangle \in \mathscr{H}^{\otimes 2}, \cdots,\langle f \otimes \cdots \otimes f\rangle \in \mathscr{H}^{\otimes k}, \cdots
$$
is given. This treatment rests on the analogy with random variables ${ }^{83}$ in $R^{N}$. This method has been used to a large extent in turbulence theory ${ }^{84}$ and by Klimontovich in dealing with electromagnetic fields. ${ }^{85}$ However, it is not sure at all that the above sequence determines a random element in $\mathfrak{H}$. This is also an open problem.

So, we assume that the knowledge of the sequence

$$
\left\langle R_{1}^{\otimes p} \otimes \phi_{\mathrm{in}}^{\otimes q}\right\rangle ; \quad p, q=1,2 \cdots
$$

in the field point of view (or of the sequence

$$
\left\langle R_{1}^{\otimes q}\right\rangle ; \quad q=1,2 \cdots
$$

when dealing with action-at-a-distance) is sufficient for the complete characterization of the statistics occurring in the problem.

## Phase Space-Gibbs Ensemble

In this paragraph we mainly discuss the action-at-adistance point of view. As a consequence, the results obtained remain valid in the field case but only for each realization of the incident field.
(1) Let us first examine the question of phase space. The same remarks as the one effected in Sec. 2 on $\mu$ space are valid mutatis mutandis. In particular, phase space will be a state space rather than the space of initial data as usual. It is a space which renders easy the description of the system; it is suggested by (a) the $\mu$ space used in relativistic kinetic theory and (b) the form of the equations of motion. Denoting by $\Gamma$

[^131]this phase space, we thus have
\[

$$
\begin{equation*}
\Gamma=\mu^{N} \tag{4.6}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\mu=M^{4} \times U^{4} \tag{4.7}
\end{equation*}
$$

or

$$
\begin{equation*}
=\mathbb{M}^{4} \times V^{+} \tag{4.8}
\end{equation*}
$$

with

$$
V^{+}=\left\{\begin{array}{l}
\left.u_{\mu}: \begin{array}{l}
u^{\mu} u_{\mu}=+1 \\
u^{0}>0
\end{array}\right\}, ~ \text {, } 1 \tag{4.9}
\end{array}\right.
$$

according to whether the constraints (4.9) are included in the densities or not. Definition (7) is preferable ${ }^{86}$ because it implies a flat $\mu$ space and hence a flat $\Gamma$ space. [In the case where gravitation is also taken into account, it has been recognized by Chernikov that the general relativistic $\mu$ space is a fibre bundle

$$
\mu=\bigcup_{x \in \gamma^{4}} P(x)
$$

where $\gamma^{4}$ is the Riemannian space-time manifold and $P(x)$ is the fibre above $x$, i.e., the particle momentum space. Note also that the structure group of the $P(x)$ 's is nothing but the orthochronous proper Lorentz group. Even in the case of special relativity, $\mu$ space (and also $\Gamma$ space) may be considered as a fibre bundle. However, this structure plays no important role. In Newtonian physics, phase space is also a fibre bundle: the tangent bundle to the manifold "configuration space.']
(2) As for the Gibbs ensembles, they are defined exactly as in Sec. 3. They consist of (a) the manifold of solutions of the equations of motion and (b) a positive measure of total mass one over this manifold (or more precisely over a $\sigma$-field defined on this manifold).

At first sight this definition of a Gibbs ensemble seems to imply an a priori knowledge of the solutions of the equations of motion. Actually, it is not so. For instance, if we deal with the random density ${ }^{87}$ $R_{1}\left(x_{\mu}, u_{\mu} ; \tau ; \omega\right)$, we should bear in mind that the physically interesting quantity is (see Sec. 5):

$$
\begin{equation*}
\left\langle R_{1}\left(x_{\mu}, u_{\mu} ; \tau ; \omega\right)\right\rangle \equiv \int R_{1}\left(x_{\mu}, u_{\mu} ; \tau ; \omega\right) d \mu(\omega) \tag{4.10}
\end{equation*}
$$

where $\mu(\omega)$ is the measure over the manifold of solutions. Consequently we try to obtain equations verified for each realization of the process $R_{1}$ [or equivalently $\left.x_{i}^{\mu}\left(\tau_{i}, \omega\right), i=1 \cdots N\right]$ and next take the average value so as to get equations satisfied by the

[^132]moments of $R_{1}$. It is therefore not necessary to specify precisely the averaging operation $\rangle$ or, equivalently, the measure $\mu(\omega)$. It is sufficient to assert their existence. This is the very essence of the Klimontovich method, ${ }^{88}$ which we use in Paper II.

Here again the comparison with Newtonian statistical mechanics is similar to that performed in the discussion of Sec. 2. The point of view developed here is not so far from the Newtonian one as one could believe. In both cases a Gibbs ensemble is defined as above. However, in the classical case $\mu(\omega)$ (and $\omega$ ) can be explicitly given.
(3) In the $\Gamma$ space of the system the entire history of the collection of the $N$-interacting particles is constituted by a $N$-dimensional manifold. This manifold consists of the intersection of the $N$ cylinders generated by the $N$ trajectories of the particles. Let $M_{N}$ be this manifold. It can be represented in a parametric way with the help of $N$ parameters, namely: $s_{1} \cdots s_{N}$. This situation is by no means similar to the classical case where the system under consideration is represented in the nonrelativistic $\Gamma$ space by a onedimensional manifold. In the relativistic framework this circumstance is due to the absence of a universal time. Let us specify this point more precisely. The $N$ trajectories of the particles are described, as we have already noted, by $N$ parameters. Therefore we can write

$$
\begin{aligned}
& x_{1}^{0}=t_{1}, \cdots, x_{N}^{0}=t_{N} \\
& \mathbf{x}_{1}=\mathbf{x}_{1}\left(t_{1}\right), \cdots, \mathbf{x}_{N}=\mathbf{x}_{N}\left(t_{N}\right)
\end{aligned}
$$

where we have chosen the $N$ times of the $N$ particles as parameters. However, within the framework of Newtonian physics, there exists a universal canonical parameter, which is the same for all the particles. This parameter is the usual time. This is equivalent to imposing the ( $N-1$ ) relations:

$$
\begin{equation*}
t_{1}=t_{2}=\cdots=t_{N}=t \tag{11}
\end{equation*}
$$

and hence the representative manifold is simply a curve.

As a consequence, this shows clearly that within the relativistic framework there is no canonical notion of the evolution of a system. [Imposing relations (4.11) as is done in Ref. 10 or any other ones amounts to choosing a curve on the manifold $M_{N}$ describing the system. However, this choice is as arbitrary as the curve chosen.] Note also that relativistic statistical mechanics may be considered as a statistics of manifolds exactly as relativistic kinetic theory is a statistics of curves.

[^133](4) Let us now briefly discuss the field point of view. For each realization of $\phi_{\text {in }}$ the preceding discussion remains valid. Here again a Gibbs ensemble will be (a) the manifold of solutions of equations of motion (including those for the fields) and (b) a positive measure of total mass unity over this manifold. As to phase space, since (in our approach) it is chosen for reasons of practical order, we may either adopt again definition (6) or enlarge it so as to include the fields:
\[

$$
\begin{equation*}
\text { phase space }=\Gamma \times \text { \{space of the fields }\} . \tag{4.1}
\end{equation*}
$$

\]

This is just a matter of convenience. Now $\omega$ appearing in Eq. (4.10) also involves the random character of the incident field.
(5) Finally we must point out that in either approach our phase space has been chosen for reasons of convenience which are discussed in the following sections. It is not imposed by initial data. In particular, phase space could perfectly be enlarged ${ }^{89}$ and this possibility is exploited in Paper II.

## On the Non-Hamiltonian Character of Relativistic Dynamics

In our opinion, ${ }^{90}$ it is absolutely unnecessary to have a Hamiltonian formalism in order to build statistical mechanics (Newtonian or relativistic). A Hamiltonian formalism only introduces simplifications and a Liouville theorem from which a Liouville equation is derived. To establish statistical mechanics, it is sufficient to start with (a) the equations of motion, (b) the conservation of the number of particles in an ad hoc phase space. These ideas are illustrated in Paper II. It seems that the main problem in the absence of a Hamiltonian formalism ${ }^{91}$ concerns the definition of statistical equilibrium. However, it seems to us that this problem is not typically a relativistic one and also exists in classical statistical

[^134]mechanics. We return to the definition of statistical equilibrium in a later paper.

## 5. DENSITIES AND RELATED QUESTIONS

In this section we define densities on the $\Gamma$ space considered above and examine some properties (normalization, equations, etc.) which they verify. In Sec. 2 we have given two formalisms, first a formalism of geometrical character and next a proper time-dependent one. Here we rather consider the inverse order. Both formalisms are mutually illuminating.

## Proper Time-Dependent Densities

The $k$-particle microscopic random density is defined as

$$
\begin{align*}
& R_{k}\left(x_{1}^{\mu}, u_{1}^{\mu} ; \cdots ; x_{k}^{\mu} u_{k}^{\mu} ; \tau_{1} \cdots \tau_{k}\right) \\
& \quad=\sum_{i_{1}, \cdots, i_{k}} \prod_{j=1}^{j=k} \delta\left[x_{j}^{\mu}-x_{i,}^{\mu}\left(\tau_{j}\right)\right] \otimes \delta\left[u_{j}^{\mu}-u_{i_{j}}^{\mu}\left(\tau_{j}\right)\right] \tag{5.1}
\end{align*}
$$

with

$$
i_{\alpha} \neq i_{\beta}, \quad \forall \alpha \neq \beta \leq k, \quad i_{\alpha}=1 \cdots N
$$

Obviously, $R_{k}$ depends on the "initial data" $\omega$ through the factors $x_{i}^{\mu}(\tau)$ and $u_{i}^{\mu}(\tau)$ (which represent the trajectory of the $i$ th particle in its own $\mu_{i}$ space). The "initial data" being chosen at random, $R_{k}$ is a random function. $R_{k}$ represents the random joint density of particles reaching ( $x_{i}^{\mu} u_{i}^{\mu}$ ) at "times" $\tau_{i}$ (with $i \leq k$ ).

Let us remark that definition (5.1) is valid in the relativistic case as well as in the classical one. In the latter, we obtain the multi-temporal distributions already considered ${ }^{92}$ by Klimontovich (Greek indices then go from 1 to 3 while the $\tau_{j}$ 's are to be considered as usual times). The density $R_{k}$ is normalized through

$$
\begin{align*}
\int_{\mu_{1} \times \cdots \times \mu_{k}} R_{k}\left(x_{1}^{\mu}, u_{1}^{\mu} ; \cdots ;\right. & \left.x_{k}^{\mu}, u_{k}^{\mu} ; \tau_{1} \cdots \tau_{k}\right) \\
& \times \prod_{i=1}^{i=k} d \mu_{i}=k!C_{N}^{k} \tag{5.2}
\end{align*}
$$

Reduced distribution functions of order $k$ are now easily defined as "average values":

$$
\begin{array}{r}
k!C_{N}^{k} D_{k}\left(x_{1}^{\mu} ; u_{1}^{\mu} ; \cdots ; x_{k}^{\mu}, u_{k}^{\mu} ; \tau_{1}, \cdots, \tau_{k}\right) \\
=\left\langle R_{k}\left(x_{1}^{\mu}, u_{1}^{\mu} ; \cdots ; x_{k}^{\mu}, u_{k}^{\mu} ; \tau_{1}, \cdots, \tau_{k}\right)\right\rangle, \\
k \leq N, \tag{5.3}
\end{array}
$$

where the brackets $\rangle$ have been discussed in Sec. 4. The factor $k!C_{N}^{k}$ has been chosen so that the $D_{k}$ 's are normalized to unity. For instance, one has ${ }^{93}$

$$
\begin{equation*}
N!D_{N}\left(x^{A} ; \tau_{1} \cdots \tau_{N}\right)=\left\langle R_{N}\left(x^{A} ; \tau_{1} \cdots \tau_{N}\right)\right\rangle \tag{5.4}
\end{equation*}
$$

[^135]from which one may verify ${ }^{94}$ that
\[

$$
\begin{align*}
& D_{k}\left(x_{1}^{\mu}, u_{1}^{\mu} ; \cdots ; x_{k}^{\mu}, u_{k}^{\mu} ; \tau_{1} \cdots \tau_{k}\right) \\
& \quad=\int_{8(N-k) \operatorname{times}} \cdots D_{N}\left(x^{4} ; \tau_{1} \cdots \tau_{N}\right) d \mu_{k+1} \cdots d \mu_{N} \tag{5.5}
\end{align*}
$$
\]

We also have

$$
\begin{align*}
& N D_{1}\left(x^{\mu}, u^{\mu} ; \tau\right)=\left\langle R_{1}\left(x^{\mu}, u^{\mu} ; \tau\right)\right\rangle \\
&=\left\langle\left\langle\sum_{i=1}^{i=N} \delta\left[x^{\mu}-x_{i}^{\mu}(\tau)\right] \otimes \delta\left[u^{\mu}-u_{i}^{\mu}(\tau)\right]\right\rangle\right. \tag{5.6}
\end{align*}
$$

as expected. In the same way one can obtain another important density

$$
\begin{align*}
N(N-1) & D_{2}\left(x_{1}^{\mu}, u_{1}^{\mu} ; x_{2}^{\mu}, u_{2}^{\mu} ; \tau_{1}, \tau_{2}\right) \\
= & \left\langle R_{2}\left(x_{1}^{\mu}, u_{1}^{\mu} ; x_{2}^{\mu}, u_{2}^{\mu} ; \tau_{1}, \tau_{2}\right)\right\rangle \\
= & \left\langle\sum_{i \neq j} \delta\left[x_{1}^{\mu}-x_{i}^{\mu}\left(\tau_{1}\right)\right] \otimes \delta\left[u_{1}^{\mu}-u_{i}^{\mu}\left(\tau_{1}\right)\right]\right. \\
& \left.\otimes \delta\left[x_{2}^{\mu}-x_{j}^{\mu}\left(\tau_{2}\right)\right] \otimes \delta\left[u_{2}^{\mu}-u_{j}^{\mu}\left(\tau_{2}\right)\right]\right\rangle . \tag{5.7}
\end{align*}
$$

More generally, $D_{k}$ may be calculated either from $R_{k}$ or from $D_{k+p}(p>0, k+p \leq N)$.

## Remarks

It is possible to define other kinds of distributions by considering mean values of random products of the form

$$
R_{l}\left(x_{1}^{\mu} u_{1}^{\mu} \cdots x_{l}^{\mu} u_{l}^{\mu} ; \tau_{1} \cdots \tau_{l}\right)
$$

$$
\otimes R_{q}\left(x_{1}^{\mu} u_{1}^{\mu} \cdots x_{q}^{\mu} u_{q}^{\mu} ; \tau_{1} \cdots \tau_{q}\right)
$$

In this way we could generate the reduced distributions $D_{q+l}$ plus "mixed" distributions such as the density of probability that we have a particle in the state ( $x_{1}^{\mu} u_{1}^{u}$ ) at "time" $\tau_{1}, \cdots$, while particle $k$ is in the state ( $x_{k_{0}}^{\mu} u_{k_{1}}^{\mu}$ ) at "time" $\tau_{k_{0}}$ and undergoes transitions through states $\left(x_{k_{1}}^{\mu} u_{k_{1}}^{\mu}\right)$ at "time" $\tau_{k_{1}}, \cdots,\left(x_{k_{j}}^{\mu} u_{k_{j}}^{\mu}\right)$ at "time" $\tau_{k_{j}}$, etc. The latter distributions are used in Paper II. Let us now give a simple and important example. To this end let us consider the average value $\left\langle R_{1} \otimes R_{1}\right\rangle$. We have ${ }^{95}$

$$
\begin{align*}
\left\langle R_{1} \otimes R_{1}\right\rangle & =\left\langle\sum_{i, j}\right\rangle \\
& =\left\langle\sum_{i \neq j}\right\rangle+\left\langle\sum_{i}\right\rangle . \tag{5.8}
\end{align*}
$$

[^136]The first term of the right-hand side of Eq. (5.8) is nothing but $N(N-1)$ times $D_{2}$ while the second term is

$$
\begin{align*}
N P_{2_{\text {det }}} \equiv & \left\langle\sum_{i}\right\rangle \equiv\left\langle\sum_{i} \delta\left[x_{1}^{\mu}-x_{i}^{\mu}\left(\tau_{1}\right)\right] \otimes \delta\left[u_{1}^{\mu}-u_{i}^{\mu}\left(\tau_{1}\right)\right]\right. \\
& \left.\otimes \delta\left[x_{2}^{\mu}-x_{i}^{\mu}\left(\tau_{2}\right)\right] \otimes \delta\left[u_{2}^{\mu}-u_{i}^{\mu}\left(\tau_{2}\right)\right]\right\rangle \tag{5.9}
\end{align*}
$$

and represents $N$ times the probability that a given particle be in the state 1 and next the same particle be in the state 2.
(2) It must be pointed out that the various properties occurring in this paragraph are merely formal since the Dirac measure is not absolutely continuous with respect to Lebesgue measure and hence has no density. However, these formal definitions can easily be justified on the basis of correct mathematics.
(3) The "physical meaning" of these densities could be specified as follows. Let $\Delta$ be an elementary ${ }^{96}$ Lebesgue-measurable subset of $\Gamma$. Then,

$$
n_{\Delta}\left(\tau_{1} \cdots \tau_{N}\right)=\int_{\Delta} D_{N}\left(\tau_{1} \cdots \tau_{N}\right) d \Gamma
$$

[where we have used the shorthand

$$
\left.D_{N}\left(x^{A} ; \tau_{1} \cdots \tau_{N}\right)=D_{N}\left(\tau_{1} \cdots \tau_{N}\right)\right]
$$

represents the probability that particle 1 be in $\delta_{1} \subset \mu_{1}$, particle 2 be in $\delta_{2} \subset \mu_{2}, \cdots$, particle $N$ be in $\delta_{N} \subset \mu_{N}$, while their proper times are respectively $\tau_{1}, \cdots, \tau_{N}$.

Let us emphasize, however, that, as in relativistic kinetic theory, the proper time-dependent densities are not "physical." The "physical" densities are rather the proper time-independent ones studied in the following.
(4) Let us assume for a moment that the $6 N$ usual initial data ( $x_{i 0}^{\mu}, u_{i 0}^{\mu} ; i=1 \cdots N ; x_{i}^{\mu} \in \Sigma_{0}$ ) are actually sufficient to determine (in an action-at-a-distance formalism) the complete behavior of the system. ${ }^{97}$ In other words, by a given point $x^{A}$ in $\Gamma$ space passes only one manifold $M_{N}\left(x^{\boldsymbol{A}}\right)$. Consequently, there exists a one-to-one correspondence between couples of points belonging to the same manifold $M_{N}$, when using the proper time parametrization, i.e.,

$$
x_{1}^{A}\left(\tau_{1} \cdots \tau_{N}\right)=T_{\tau_{1} \cdots \tau_{N}} x_{0}^{A} ; x_{0}^{A}, x_{1}^{A} \in M_{N},
$$

where $\left\{T_{\tau_{1} \ldots \tau_{N}}\right\}$ is a group (or semigroup) equivalent to the laws of motion. This is completely similar to the one-particle case (see Sec. 2). Now, if we denote by

[^137]$D_{N}\left(x^{A} ; 0 \cdots 0\right)$ the distribution of initial data, then (as usual) $D_{N}\left(x^{A} ; \tau_{1} \cdots \tau_{N}\right)$ can be defined by the following conditions:
(a) $D_{N}\left(x^{A}, \tau_{1} \cdots \tau_{N}\right)=T_{\tau_{1} \cdots \tau_{N}} D_{N}\left(x_{0}^{A}, 0 \cdots 0\right)$,
(b) $D_{N}\left(x^{A}, \tau_{1} \cdots \tau_{N}\right) \geq 0, \quad \forall\left(\tau_{1} \cdots \tau_{N}\right) \in R^{+N}$,
(c) $\int_{\Gamma} D_{N}\left(x^{A}, \tau_{1} \cdots \tau_{N}\right) d \Gamma=1$,
$$
\forall\left(\tau_{1} \cdots \tau_{N}\right) \in R^{+N}
$$

One can show that, under the validity of the assumption effected in this paragraph, this definition is consistent with the one given above.
(5) Let us now consider whether there exists a relativistic Liouville equation for a system of $N$ particles. To this end let us consider the case of a system of independent particles. In the same way as in Sec. 2, we obtain by derivation of $R_{k}$ and after taking the average value,

$$
\begin{align*}
\frac{\partial}{\partial \tau_{i}} D_{k}+u_{i}^{\mu} \partial_{\mu_{i}} D_{k}+\frac{F^{\mu}}{m_{i}}\left(x_{i}^{\nu}, u_{i}^{v}\right) \frac{\partial}{\partial u_{i}^{\mu}} D_{k} & =0 \\
i & =1 \cdots k  \tag{5.10}\\
k & =1 \cdots N
\end{align*}
$$

where $F^{\mu}$ is the external force field. In particular, this shows that $D_{N}$ does not verify a Liouville equation but rather $N$ one-particle Liouville equations. We find this property again by using the more sophisticated geometrical techniques given in the next paragraphs. The reason why this property occurs is the absence of a universal time. Indeed, in nonrelativistic physics, instead of $R_{N}\left(x_{A}, t_{1} \cdots t_{N}\right)$ we have $R_{N}\left(x_{A}, t \cdots t\right)$, and thus the derivation with respect to now only one $t$ connects all the one-particle Liouville equations between them. ${ }^{98} \mathrm{Had}$ we used the covariant notion of evolution defined by

$$
\tau_{1}=\tau_{2}=\cdots=\tau_{N}=\tau
$$

then we should have found a nontrivial Liouville equation. More precisely we should have found an equation of the form

$$
\begin{aligned}
\frac{\partial}{\partial \tau} D_{N}\left(x_{A} ; \tau \cdots \tau\right)+\sum_{i}\left\{u_{i}^{\mu} \partial_{\mu i}\right. & \left.+\frac{F_{i}^{\mu}}{m} \frac{\partial}{\partial u_{i}}\right\} \\
& \times D_{N}\left(x_{A} ; \tau \cdots \tau\right)=0 .
\end{aligned}
$$

However, in doing so we lose information on the system and the knowledge of the new $D_{N}$ is not

[^138]completely equivalent to the knowledge of the details of the motion of the individual particles.

## Heuristic Considerations

Let us assume provisionally that the system under study is constituted by a collection of $N$ noninteracting particles. In that case we have

$$
\begin{aligned}
D_{N}\left(x^{A} ; \tau_{1}\right. & \left.\cdots \tau_{N}\right) \\
& =D_{1}\left(x_{1}^{\mu}, u_{1}^{\mu} ; \tau_{1}\right) \otimes \cdots \otimes D_{1}\left(x_{N}^{\mu}, u_{N}^{\mu} ; \tau_{N}\right)
\end{aligned}
$$

Integrating now each $D_{1}$ over its own proper time, we obtain

$$
\begin{align*}
\int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} d \tau_{1} \cdots & d \tau_{N} D_{N}\left(x^{A} ; \tau_{1} \cdots \tau_{N}\right) \\
& =\bigotimes_{i=1}^{i=N} \mathcal{N}_{1}\left(x_{i}^{\mu}, u_{i}^{\mu}\right) \underset{\operatorname{def}}{ } \mathcal{N}_{N}\left(x^{A}\right) \tag{5.11}
\end{align*}
$$

It follows that the normalization of $\mathcal{N}_{N}\left(x_{A}\right)$

$$
\begin{align*}
\int_{\Sigma_{1} \times V_{1}}+ & \int_{\Sigma_{N} \times V_{N}+} \mathcal{N}_{N}\left(x^{A}\right) u_{1}^{\mu_{1}} \cdots u_{N}^{\mu_{N}} \\
& \times d \Sigma_{\mu_{1}} \cdots d \Sigma_{\mu_{N}} d_{4} u_{1} \cdots d_{4} u_{N}=1 \tag{5.12}
\end{align*}
$$

where $\Sigma_{i}(i=1, \cdots, N)$ is an arbitrary spacelike three-surface imbedded in Minkowski space-time $\mathcal{K}_{i}^{4}$.

From this example we could define the "time"independent densities as

$$
\begin{align*}
& \mathcal{N}_{k}\left(x_{1}^{\mu}, u_{1}^{\mu} \cdots x_{k}^{\mu}, u_{k}^{\mu}\right) \\
& =\int_{k \text { times }} \cdots \int D_{k}\left(x_{1}^{\mu} u_{1}^{\mu} \cdots x_{k}^{\mu}, u_{k}^{\mu}, \tau_{1} \cdots \tau_{k}\right) \\
& \times d \tau_{1} \cdots d \tau_{k}, \tag{5.13}
\end{align*}
$$

where the $\mathcal{N}_{k}\left(x_{1}^{\mu} u_{1}^{\mu} \cdots x_{k}^{\mu} u_{k}^{\mu}\right)$ are normalized by

$$
\begin{align*}
\int_{\Sigma_{1} \times V_{1}}{ }^{+} & \cdots \int_{\Sigma_{k} \times V_{k}}{ }^{+} \\
& \mathcal{N}_{k t}\left(x_{1}^{\mu} u_{1}^{\mu} \cdots x_{k}^{\mu} u_{k}^{\mu}\right)  \tag{5.14}\\
& \times u_{1}^{\mu_{1}} \cdots u_{k}^{\mu_{k}} d \Sigma_{\mu_{1}} \cdots d \Sigma_{\mu_{k}} d_{4} u_{1} \cdots d_{4} u_{k}=1
\end{align*}
$$

Note that the reduced "time"-independent densities could as well have been defined through the relation

$$
\begin{align*}
& \mathcal{N}_{k}\left(x_{1}^{\mu} u_{1}^{\mu} \cdots x_{k}^{\mu} u_{k}^{\mu}\right) \\
& =\int_{\Sigma_{k+1} \times V_{k+1}^{+}} \cdots \int_{\Sigma_{N} \times V_{N}{ }^{+}} \mathcal{N}_{N}\left(x^{A}\right) u_{k+1}^{\mu_{k+1}} \cdots u_{N}^{\mu_{N}}  \tag{5.15}\\
& \\
& \times d \Sigma_{\mu_{k+1}} \cdots d \Sigma_{\mu_{N}} d_{4} u_{k+1} \cdots d_{4} u_{N}
\end{align*}
$$

The consistency of definitions (5.13) and (5.15) is easily verified by passing through the intermediate step of the random densities and taking into account the properties of the Dirac distribution.

The normalization condition (5.14) considered for $k=N$, shows that, as expected, the actual phase space of the system is a 6 N -dimensional manifold
which involves $N$ arbitrary spacelike three-surfaces. Moreover, this shows that the $\mathcal{N}_{k}$ 's may be considered as the distribution functions which generalize to many particles, the ones ordinarily used in relativistic kinetic theory.

In order that the reduced "time"-independent densities should not actually depend on the arbitrary $\Sigma_{i}$ 's, it is necessary (and also locally sufficient) that the tensors

$$
\begin{align*}
& J^{\mu_{k+1} \cdots \mu_{r}}\left(x_{1}^{\mu} u_{1}^{\mu} \cdots x_{k}^{\mu} u_{k}^{\mu} ; x_{k+1}^{\mu} \cdots x_{r}^{\mu}\right) \\
&=\int_{V_{k+1}^{+}} \cdots \int_{V_{r}^{+}}{ }^{N_{r}}\left(x_{1}^{\mu} u_{1}^{\mu} \cdots x_{r}^{\mu} u_{r}^{\mu}\right) \\
& \times u^{\mu_{k+1}} \cdots u^{\mu_{r}} d_{4} u_{1} \cdots d_{4} u_{r} \tag{5.16}
\end{align*}
$$

should verify a number of conservation relations. These tensors can be called the generalized currents. The relations satisfied by these tensors are obviously

$$
\begin{equation*}
\partial_{\mu_{i}} J^{\mu_{k+1}} \cdots \mu_{i} \cdots \mu_{r}\left(x_{1}^{\mu} u_{1}^{\mu} \cdots x_{k}^{\mu} u_{k}^{\mu} ; x_{k+1}^{\mu} \cdots x_{r}^{\mu}\right)=0 \tag{5.17}
\end{equation*}
$$

with

$$
k<i \leq r \leq N .
$$

Relations (5.17) are in fact integrability conditions of the differential forms

$$
J^{\mu_{k+1}} \cdots \mu_{i} \cdots \mu_{r} d \Sigma_{\mu_{i}}
$$

(without summation on the index $i$ ).
These conditions are equivalent to

$$
\left(\delta / \delta \Sigma_{k}\right) \mathcal{N}_{i}=0, \quad \text { with } \quad i<k \leq N
$$

Furthermore, they express the fact that the $\mathcal{N}_{i}$ 's are independent of the chosen $\Sigma_{k}$ 's and of the way from which they have been calculated $(k>i)$.

## Geometrical Definitions ${ }^{99}$

In order to deal with a more general point of view, let us start directly with the relativistic ensemble of manifolds $M_{N}$ previously considered (at the end of Sec. 4). As in the relativistic kinetic theory, it is possible to give an invariant definition of $\mathcal{N}_{N}\left(x^{A}\right)$ only through the intermediate step of a generalized current in $\Gamma$ space, namely

$$
\begin{equation*}
J^{A_{1} \cdots A_{N}}\left(x^{A}\right)=\mathcal{N}_{N}\left(x^{A}\right) \cdot \xi^{A_{1} \cdots A_{N}} \tag{5.18}
\end{equation*}
$$

with

$$
\xi^{A_{1} \cdots A_{N}}\left(x^{A}\right)=\xi_{1}^{A_{1}} \otimes \cdots \otimes \xi_{N}^{A_{N}}
$$

and where $\xi_{i}^{A}$ is the $A$ th component of the $8 N$-vector

$$
\xi_{i}=\mathbf{0} \oplus \mathbf{0} \cdots \oplus \eta_{i} \oplus \cdots \oplus \mathbf{0} \quad(N \text { factors })
$$

[^139]where $\eta$ has already been defined in Sec. 2 while the index $i$ of $\eta_{i}$ refers to the $i$ th particle.

The tensor $\xi^{A_{1} \cdots A_{N}}$ is, in a sense, a generalized velocity in $\Gamma$ space since it is "tangent" to the manifold $M_{N}$ passing through the point $x^{A} \in \Gamma$.

Let now $S^{7 N}$ be an arbitrary $7 N$-dimensional manifold cutting all the manifolds $M_{N}$ of the ensemble. Moreover $S^{7 N}$ must be such that it cuts each $M_{N}$ in only one point. Hence $\mathcal{N}_{N}\left(x^{A}\right)$ is normalized to 1 through

$$
\begin{equation*}
\int_{S^{* N}} \mathcal{N}_{N}\left(x^{A}\right) \cdot \xi^{A_{1} \cdots A_{N}} d S_{A_{1} \cdots A_{N}}=1 \tag{5.19}
\end{equation*}
$$

where $d S_{A_{1} \ldots A_{N}}$ is the element of a $7 N$-dimensional surface imbedded in an 8 N -dimensional space (i.e., in $\Gamma$ space).

At first sight it seems that condition (5.19) would imply a $7 N$-dimensional actual phase space. However, we must bear in mind that, in general, we have also $N$ relations between the components of the momenta. In such cases, the actual phase space is, as expected, a 6 N -dimensional manifold. Equation (5.19) is written in a fully covariant form (i.e., covariant with respect to arbitrary changes of coordinated in $\Gamma$ space taking the ( + - - ) character of the metric of $\mathcal{M}^{4}$ into account. However, it reduces to Eq. (5.12) with the coordinates $\left.\left[\cdots x_{i}^{\mu}, u_{i}^{\mu} \cdots\right)\right]$.

In order to express the conservation of particles in $\Gamma$ space let us now state and prove Proposition 1.

Proposition 1: The differential form "numerical flux of particles" $J^{A_{1}} \cdots A_{N}\left(x^{A}\right) d S_{A_{1}} \cdots A_{N}$ is a closed form:

$$
d\left\{J^{A_{1} \cdots A_{N}}\left(x^{A}\right) d S_{A_{1} \cdots A_{N}}\right\}=0
$$

Proof: Let us consider the tube $\mathfrak{G}$ generated by an open connected set ${ }^{100} \Delta_{1}$ of an arbitrary surface $S_{1}^{7 N}$ satisfying the above conditions, and the manifolds $M_{N}$ cutting $\Delta_{1}$. This tube comprises an $8 N$-volume. The frontier of this tube is a $(8 N-1)$ manifold. The quantity

$$
\int_{\Delta_{1}} J^{A_{1} \cdots A_{N}}\left(x^{A}\right) d S_{A_{1}} \cdots A_{A_{N}}
$$

which is the $f l u x$ through $\Delta_{1}$ of the generalized current, represents the probability that the system be in a state characterized by a point in $\Gamma$ space belonging to $\Delta_{1}$. Let us now cut $\mathcal{G}$ by another $7 N$-manifold $S_{2}^{7 N}$ and let $\Delta_{2}$ be

$$
\Delta_{2}=\mathfrak{C} \cap S_{2}^{7 N}
$$

The physical condition that $\Delta_{2}$ and $\Delta_{1}$ contain the

[^140]same number of systems reads ${ }^{101}$
\[

$$
\begin{align*}
\int_{\Delta_{1}} J^{A_{1} \cdots A_{N}}\left(x^{A}\right) & d S_{A_{1} \cdots A_{N}} \\
& =\int_{\Delta_{2}} J^{A_{1} \cdots A_{N}}\left(x_{A}\right) d S_{A_{1} \cdots A_{N}} \tag{5.20}
\end{align*}
$$
\]

Note that the integral occurring in the right-hand side of Eq. (5.20) has a meaning since $\Delta_{2}$ is open (for the topology induced by that of $\Gamma$ on $S_{2}^{7 N}$ ) and hence is measurable (for the measure induced on $S_{2}^{7 N}$ by Lebesgue measure in $\Gamma$ space).

Let now $\Sigma^{7 N}$ be an arbitrary measurable manifold imbedded in the frontier of $\mathcal{G}$ [this is of course possible since the frontier of $\mathscr{G}$ is a ( $8 N-1$ ) manifold] in such a way that the $7 N$-dimensional manifold

$$
\Delta_{1} \cup \Sigma^{7 N} \cup \Delta_{2} \underset{\operatorname{def}}{\equiv} V^{7 N}
$$

encloses a $(7 N+1)$ volume. Let us assume for a moment that such $\Sigma^{7 N}$ 's can be found (this is in general not true). Then condition (5.20) can be written as

$$
\begin{equation*}
\int_{V^{i N}} J^{A_{1} \cdots A_{N}}\left(x^{A}\right) d S_{A_{1} \cdots A_{N}}=0 \tag{5.21}
\end{equation*}
$$

since

$$
\int_{\Sigma^{7 N}} J^{A_{1} \cdots A_{A}}\left(x^{A}\right) d S_{A_{1} \cdots A_{N}}=0
$$

Indeed, the differential form induced by $J^{A_{1}} \cdots A_{N}$ $\times d S_{A_{1}} \cdots A_{N}$ on $\Sigma^{7 N}$ vanishes identically since $J^{A_{1} \cdots A_{N}}$ is "tangent" to $\Sigma^{N}$ while $d S_{A_{1} \cdots A_{N}}$ is "orthogonal" to it. Therefore condition (5.21) implies that the differential form $J^{A_{1} \cdots A_{N}} d S_{A_{1}} \cdots A_{N}$ be a closed form:

$$
\begin{equation*}
d\left\{J^{A_{1} \cdots A_{N}}\left(x^{A}\right) d S_{A_{1}} \cdots A_{N}\right\}=0 \tag{5.22}
\end{equation*}
$$

This latter condition is merely a local condition so that we can get rid of the assumption of the existence of $\Sigma^{7 N}$ in the following way. To this end it is sufficient to take for $\Delta_{1}$ a small neighborhood of a point $x^{A}$ in $\Gamma$ space, and a small $\Delta_{2}$ near $\Delta_{1}$. Then, it is easy to show that there exists an infinitesimal $\Sigma^{7 N}$ with the required properties. ${ }^{102}$

Equation (5.22) is equivalent to the conditions

$$
\begin{equation*}
\nabla_{A_{i}} \int^{A_{1} \cdots A_{i} \cdots A_{N}}\left(x^{A}\right)=0, \quad i=1 \cdots N \tag{5.23}
\end{equation*}
$$

[^141]where the caret denotes the antisymmetrical part of $J^{A_{1}} \cdots A_{N}$. Equation (5.23) can equivalently be written as
\[

$$
\begin{array}{r}
\boldsymbol{\nabla}_{A_{i}}\left\{\mathcal{N}_{N}\left(x_{A}\right) \xi_{1}^{A_{1}}\left(x_{A}\right) \wedge \cdots \wedge \xi_{N}^{A_{N}}\left(x_{A}\right)\right\}=0 \\
i=1 \cdots N \tag{5.24}
\end{array}
$$
\]

or

$$
\begin{align*}
& \sum_{j=1}^{j=N}(-)^{j+1} \mathcal{N}_{N}\left(x_{A}\right) \nabla_{A_{i}} \xi_{j}^{A_{j}}\left(x_{A}\right) \\
& \wedge \xi_{1}^{A_{1}}\left(x_{A}\right) \wedge \cdots \wedge \xi_{N}^{A_{N}}\left(x_{A}\right)+\partial_{A_{i}} \mathcal{N}_{N}\left(x_{A}\right) \xi_{1}^{A_{1}}\left(x_{A}\right) \\
& \quad \wedge \cdots \wedge \xi_{i}^{A_{i}}\left(x_{A}\right) \wedge \cdots \wedge \xi_{N}^{A_{N}}\left(x_{A}\right)=0 \tag{5.25}
\end{align*}
$$

## Remarks and Discussion

(1) The requirement of condition (5.22) or of the equivalent Eqs. (5.23), (5.24), and (5.25) is nothing but the relativistic form of the conservation of the number of particles of the system [i.e., Eqs. (5.24) are nothing but continuity equations in $\Gamma$ space]. Therefore we see a first important difference with the nonrelativistic case.
(2) Instead of conditions (5.23) we could have imposed the simpler relations

$$
\begin{equation*}
\partial_{A_{i}} J^{A_{1} \cdots A_{i} \cdots A_{N}}\left(x_{A}\right)=0, \quad i=1 \cdots N \tag{5.26}
\end{equation*}
$$

However, it would be stronger than Eq. (5.23) since it would also imply the vanishing of the divergence of the symmetrical part of $J^{A_{1}} \cdots A_{N}$. In fact, only the antisymmetrical part of $J^{A_{1} \cdots A_{N}}$ is physically relevant ${ }^{103}$ since the differential form $d S_{A_{1} \cdots A_{N}}$ is (by construction) completely antisymmetrical. We might perfectly have defined the generalized current as being

$$
J^{A_{1} \cdots A_{N}}=\mathcal{N}_{N} \xi_{1}^{A_{1}} \wedge \cdots \wedge \xi_{N}^{A_{N}}
$$

instead of Eq. (5.18). [Note also that despite the symmetrical definition of $J^{A_{1} \cdots A_{N}}$, this quantity is actually not symmetrical. The only symmetry property of $J^{A_{1}} \cdots A_{N}\left(x_{A}\right)$ is the following ${ }^{104}$ :

$$
\begin{array}{r}
J^{A_{1} \cdots A_{i} \cdots A_{j} \cdots A_{N}}\left(x_{1}^{\mu} u_{1}^{\mu} \cdots x_{i}^{\mu} u_{i}^{\mu} \cdots x_{j}^{\mu} u_{j}^{\mu} \cdots x_{N}^{\mu} u_{N}^{\mu}\right) \\
=J^{A_{1} \cdots A_{j} \cdots A_{i} \cdots A_{N}\left(x_{1}^{\mu} u_{1}^{\mu} \cdots x_{j}^{\mu} u_{j}^{\mu} \cdots x_{i}^{\mu} u_{i}^{\mu} \cdots x_{N}^{\mu} u_{N}^{\mu}\right)} \\
\forall(i, j) \leq N
\end{array}
$$

which is not

$$
\left.J^{A_{1} \cdots A_{i} \cdots A_{j} \cdots A_{N}}\left(x_{A}\right)=J^{A_{1} \cdots A_{1} \cdots A_{i} \cdots A_{N}}\left(x_{A}\right) .\right]
$$

Relations (5.23) or (5.26) may be simplified further and yield the $N$ relations

$$
\begin{equation*}
\nabla_{A_{i}}\left\{\mathcal{N}_{N} \xi_{i}^{A_{i}}\right\}=0 ; \quad A_{i}=1 \cdots 8 N, \quad i=1 \cdots N \tag{5.27}
\end{equation*}
$$

${ }^{103}$ See Sec. 6.
${ }^{104}$ Of course, this symmetry property holds only when we deal with identical particles.
which [in the system of coordinates $\left(\cdots x_{i}^{\mu} u_{i}^{\mu} \cdots\right)$ ] reduces to

$$
\begin{equation*}
\partial_{A_{i}}\left\{\mathcal{N}_{N} \eta_{i}^{A_{i}}\right\}=0 ; \quad A_{i}=1 \cdots 8, \quad i=1 \cdots N \tag{5.28}
\end{equation*}
$$

When relations

$$
\begin{equation*}
\partial_{A_{i}} \eta_{i}^{A_{i}}=0 ; \quad A_{i}=1 \cdots 8, \quad i=1 \cdots N \tag{5.29}
\end{equation*}
$$

holds, then the $N$ equations (5.28) reduce to $N$ oneparticle Liouville equations. Therefore, we can never have a Liouville equation, though a relativistic Liouville theorem be true. Indeed, we have

$$
\begin{equation*}
d \mathcal{N}_{N}=\sum_{i=1}^{i=N} \eta_{i}^{A_{i}} \cdot \partial_{A_{i}} \mathcal{N}_{N} d \tau_{i}=0 \tag{5.30}
\end{equation*}
$$

since each term of the preceding sum vanishes identically. Therefore we find again results obtained in a much simpler manner with the proper timedependent formalism.
(3) In the preceding paragraph, we used the most general $7 N$ manifold cutting the various $M_{N}$ of the ensemble. As a consequence we obtained $N$ equations of continuity in $\Gamma$ space. Nevertheless, we might as well have chosen as $S^{7 N}$ a manifold of the form

$$
S^{7 N}=\Xi^{3 N} \times U_{1}^{4} \times \cdots \times U_{N}^{4}
$$

with $\Xi^{3 N} \subset \mathcal{M}^{4 N}$. In such a case, continuity equations read

$$
\begin{equation*}
\partial_{\mu_{i}} \hat{\mu}^{\mu_{1} \cdots \mu_{N}}\left(x_{1}^{\mu}, \cdots, x_{N}^{\mu}\right)=0, \quad i=1 \cdots N \tag{5.31}
\end{equation*}
$$

or

$$
\begin{equation*}
\partial_{\mu_{i}}{ }^{\mu_{1} \cdots \mu_{N}\left(x_{1}^{\mu}, \cdots, x_{N}^{\mu}\right)=0, \quad i=1 \cdots N} \tag{5.32}
\end{equation*}
$$

according to the choice of Eq. (5.23) or (5.26), respectively. ${ }^{105}$

On a surface $\Xi^{3 N}$ of the type

$$
\Xi^{3 N}=\Sigma_{1} \times \cdots \times \Sigma_{N}
$$

$\mathcal{N}_{N}\left(x_{A}\right)$ is, in a sense, the relativistic analog of a classical many-time distribution. In the case where

$$
\Sigma_{1}=\Sigma_{2}=\cdots=\Sigma_{N}=\Sigma
$$

then, on $\Xi^{3 N}=(\Sigma)^{N}, \mathcal{N}_{N}$ is similar to a single time distribution. These similarities are much more convincing when the surfaces $\Sigma_{i}$ are chosen to be spacelike 3-planes.
(4) All the preceding results are valid in the field formalism when we are given a realization of the incident field. However, they are not completely general and we see in Paper II how to modify them.

[^142]
## Reduced Densities

Exactly as in the first paragraph of this section, we can obtain various reduced densities. For instance we have

$$
\begin{equation*}
\mathcal{N}_{N-1}=\int_{\mathcal{\Sigma}^{(7)} \subset \mu^{(8)}(N)} \mathcal{N}_{N}\left(x_{A}\right) \eta^{A} d \Sigma_{A}(N) \tag{5.33}
\end{equation*}
$$

(where the index $A$ goes from 1 to 8 and where $\eta^{4}$ has been defined in Sec. 2). Note that in Eq. (5.33) $d \Sigma_{A}(N)$ is the differential form "element of surface" corresponding to a surface imbedded in $\mu^{(8)}(N)$, itself corresponding to the variables referring to the $N$ th particle.

In order that $\mathcal{N}_{N-1}$ should not depend on $\Sigma^{(7)}$, the following conservation relations must hold:

$$
\begin{equation*}
\boldsymbol{\nabla}_{A_{i}}\left\{\mathcal{N}_{N}\left(x_{A}\right) \eta^{A_{i}}\left(x_{i}^{\mu} u_{i}^{\mu}\right)\right\}=0 \tag{5.34}
\end{equation*}
$$

( $A_{i}=1 \cdots 8 ; i=1 \cdots N$ ), and they are nothing but Eq. (5.28). Of course, other reduced densities can be obtained in the same way. More generally, one has

$$
\begin{aligned}
& \mathcal{N}_{k}\left(x_{1}^{\mu}, u_{1}^{\mu} ; \cdots ; x_{k}^{\mu}, u_{k}^{u}\right) \\
& =\int \mathcal{N}_{l}\left(x_{1}^{\mu}, u_{1}^{\mu} ; \cdots ; x_{l}^{\mu}, u_{l}^{u}\right) \bigwedge_{i=1}^{i=l-k} \phi_{i}^{A_{i}} d \Sigma_{A_{1} \cdots A_{l-k}} \\
& \quad \times \Sigma^{(l-k)} \subset \mu^{8(l-k)}(l, \cdots, l-k),
\end{aligned}
$$

with

$$
A_{i}=1, \cdots, 8(-k) ; \quad i=1, \cdots,(l-k)
$$

and where the $\phi_{i}^{4}$ 's are defined in a way similar to that of $\xi_{i}^{A_{i}}$, the difference being only in the number of components.

The independence of the $\mathcal{N}_{k}$ 's (a) from the $\mathcal{N}_{t}$ 's through which they have been obtained, (b) of the various surfaces $\Sigma^{7(l-k)}$, implies a number of conservation relations; these relations are, however, automatically verified when Eq. (5.28) holds. In the same way, one may find the form of integrability conditions in $\mathscr{K}^{4 N}$ : they are Eq. (5.17).

## Currents in $\Gamma$ Space Connection with the "Time"Dependent Densities

In the relativistic phase space we can define the generalized random currents as being

$$
\begin{aligned}
& J_{\text {Random }}^{A_{1} \cdots A_{N}}\left(x_{A}\right)= \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} d \tau_{1} \cdots d \tau_{N}(N!)^{-1} \\
&\left.\times \xi_{1}^{\xi_{1}}\left(\tau_{1}\right) \otimes \cdots \otimes \xi_{N}^{A}\right)\left(\tau_{N}\right) \\
& \times \sum_{i=1}^{i=N} \prod_{i, 1}^{i_{j}=N} \delta\left[x_{i}^{\mu}-x_{i_{j}}^{\mu}\left(\tau_{i j}\right)\right] \\
& \otimes \delta\left[u_{i}^{\mu}-u_{i,}^{\mu}\left(\tau_{i_{j}}\right)\right] \\
& \equiv \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} d \tau_{1} \cdots d \tau_{N} R_{N}\left(x_{A} ; \tau_{1} \cdots\right. \\
&\left.\cdots \tau_{N}\right) \xi_{1}^{A_{1}}\left(\tau_{1}\right) \otimes \cdots \otimes \xi_{N}^{A_{N}}\left(\tau_{N}\right) .
\end{aligned}
$$

Then, using the properties of the $\delta$ 's occurring in Eq. (5.35), we get

$$
\begin{aligned}
& J_{\operatorname{Random}}^{A_{1} \cdots A_{N}\left(x_{A}\right)}=\xi_{1}^{A_{1}} \otimes \cdots \\
& \quad \otimes \xi_{N}^{A_{N}} \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} d \tau_{1} \cdots d \tau_{N} R_{N}\left(x_{A}, \tau_{1} \cdots \tau_{N}\right)
\end{aligned}
$$

which proves, after taking the average value of both sides of this last equality and comparing the result with the previous definition of $J_{1} \cdots A_{N}$, that

$$
\int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} D_{N}\left(x_{A}, \tau_{1} \cdots \tau_{N}\right) d \tau_{1} \cdots d \tau_{N}=\mathcal{N}_{N}\left(x_{A}\right)
$$

as is expected. Of course, this is the same argument which has been applied to distributions $D_{1}$ and $\mathcal{N}_{1}$ at the end of Sec. 2.

## 6. AVERAGE VALUES

In this section we generalize the average values discussed at the end of Sec. 2. The same troubles as those already indicated also occur (mutatis mutandis). Once average values are defined, entropies for the reduced densities are obtained in a straightforward way. This allows us to derive the canonical distribution of a relativistic simple gas as an illustration of the whole formalism.

Assume that the system possesses a property represented by a certain tensor $B_{v_{1}}^{u_{1}} \cdots v_{\beta} \mu_{\alpha}\left(x^{A}\right)$. Then we


$$
\begin{align*}
& \mathscr{B}_{v_{1}}^{\mu_{1}} \cdots \mu_{v_{\beta}}^{\mu_{\alpha}} \cdots \rho_{N} \\
&\left(x_{1}^{\mu}\right.\left.\cdots x_{N}^{\mu}\right)=\int_{V^{+N}} B_{v_{1}}^{\mu_{1} \cdots \mu_{v_{\beta}}}\left(x_{A}\right) \mathcal{N}_{N}\left(x_{A}\right)  \tag{6.1}\\
& \times u_{1}^{\rho_{1}} \cdots u_{N}^{\rho_{N}} d_{4} u_{1} \cdots d_{4} u_{N} .
\end{align*}
$$

In fact, we should skew-symmetrize the indices $\rho_{1} \cdots \rho_{N}$ of the tensor $\mathcal{B}_{v_{1}}^{\mu_{1}} \cdots v_{k} \rho_{\beta} \cdots \rho_{N}\left(x_{1}^{\mu} \cdots x_{N}^{\mu}\right)$. However, as we have already indicated in Sec. 5, the symmetrical part of $\mathcal{B}$ (in the indices $\rho_{1} \cdots \rho_{N}$ ) plays no role in the following integral (6.2). The total amount of the quantity $B_{v_{1}}^{\mu_{1} \cdots v_{\beta}}\left(x_{A}\right)$ through the $3 N$-dimensional surface $\Xi^{3 N}$, will be the total flux ${ }^{106}$ through this arbitrary surface ${ }^{107}$ of the tensor $\mathbb{B}$ :

$$
\begin{equation*}
\left\langle B_{v_{1}}^{\left.\mu_{1} \cdots v_{v_{\beta}}^{\mu_{\alpha}}\left(x_{A}\right)\right\rangle_{\Xi^{3 N}}=\int_{\Xi^{3 N}} \mathscr{S}_{v_{1}}^{\mu_{1}} \cdots{ }_{v_{\beta}}^{\mu_{\alpha} \rho_{1}} \cdots \rho_{N}} d \Xi_{\rho_{1} \cdots \rho_{N}}\right. \tag{6.2}
\end{equation*}
$$

and, in general, will depend on $\Xi^{3 N}$. When the property $B_{v_{1}}^{\mu_{1} \cdots v_{\beta}}{ }_{v_{\alpha}}^{\mu_{\alpha}}\left(x_{A}\right)$ is a permanent property of the

[^143]system, then the local flux $\mathscr{B}$ satisfies the integrability conditions:
\[

$$
\begin{equation*}
\partial_{\rho_{i}} \mathfrak{S}_{v_{1}}^{\mu_{1}} \cdots v_{\beta}^{\mu} \rho_{1} \cdots \rho_{i} \cdots \rho_{N}\left(x_{1}^{\mu} \cdots x_{N}^{\mu}\right)=0 \quad(i=1 \cdots N) . \tag{6.3}
\end{equation*}
$$

\]

As an example, let us consider the local flux of the energy-momentum four-vector of a fluid consisting of identical particles. We have

$$
\begin{gathered}
B^{\mu}\left(x_{A}\right)=\sum_{i=1}^{i=N} m u_{i}^{\mu} \\
\mathfrak{B}^{\mu \rho_{1} \cdots \rho_{N}}\left(x_{1}^{\mu} \cdots x_{N}^{\mu}\right) \\
=\sum_{i=1}^{i=N} \int m u_{i}^{\mu} u_{1}^{\rho_{1}} \cdots u_{N}^{\rho_{N}} \mathcal{N}_{N}\left(x_{A}\right) d_{4} u_{1} \cdots d_{4} u_{N} \\
=N \int m u_{1}^{\mu} u_{1}^{\rho_{1}} u_{2}^{\rho_{2}} \cdots u_{N}^{\rho_{N}} \mathcal{N}_{N}\left(x_{A}\right) d_{4} u_{1} \cdots d_{4} u_{N}
\end{gathered}
$$

and the total energy-momentum four-vector of the fluid considered on a $3 N$-dimensional surface $\Xi^{3 N}$ is

$$
\begin{align*}
& \left.\left\langle p^{\mu}\right\rangle\right\rangle^{3 N} \\
& \quad=N \iint_{\Xi^{3 N}} m u_{1}^{\mu} u_{1}^{\rho_{1}} \cdots u_{N}^{\rho_{N}} \mathcal{N}_{N}\left(x_{A}\right) d \Xi_{\rho_{1}} \cdots \rho_{N} d_{4} u_{1} \cdots d_{4} u_{N} \\
& \quad=N \iint_{\Sigma_{1}} m u_{1}^{\mu} u_{1}^{\rho_{1}} \mathcal{N}_{1}\left(x_{1}^{\mu} p_{1}^{\mu}\right) d \Sigma_{\rho_{1}} d_{4} u_{1} \\
& \quad=\int_{\Sigma_{1}} T^{\mu \rho_{1}}\left(x_{1}^{\mu}\right) d \Sigma_{\rho_{1}} . \tag{6.4}
\end{align*}
$$

[In deriving Eq. (6.4) we have used the properties of "reduction" of $\mathcal{N}_{N}$ to $\mathcal{N}_{1}: \Sigma_{1}$ is a three-dimensional spacelike surface imbedded in $\Xi^{3 N}$ and depending on the variable $x_{1}^{\mu}$ only.]

## Entropies

Given a reduced distribution function at fixed $t$ and of order $k$, its entropy at time $t$ is generally defined as being the average value of its logarithm. ${ }^{108}$

Consequently, we take as the entropy of the distribution $\mathcal{N}_{k}$, the average value of $\log \mathcal{N}_{k}$ on a surface $\Xi^{3 k}$ :

$$
\begin{equation*}
S_{k}\left(\Xi^{3 k}\right)=-\lambda \int_{\Xi^{8 k}} \sigma^{\rho_{1} \cdots \rho_{k}} d \Xi_{\rho_{1} \cdots \rho_{k}}, \quad \lambda>0 \tag{6.5}
\end{equation*}
$$

[^144]where $\lambda$ is an arbitrary positive constant ${ }^{109}$ and where $\sigma^{\rho_{1}} \cdots \rho_{k}$ is the $k$-entropy flux tensor given by
\[

$$
\begin{align*}
\sigma^{\rho_{1} \cdots \rho_{k}}\left(x_{1}^{\mu} \cdots x_{k}^{\mu}\right) & =\int \log \mathcal{N}_{k} \\
& \times \mathcal{N}_{k} u_{1}^{\rho_{1}} \cdots u_{k}^{\rho_{k}} d_{4} u_{1} \cdots d_{4} u_{k} \tag{6.6}
\end{align*}
$$
\]

as it should be. Hence, the entropy of $\mathcal{N}_{N}$ is

$$
\begin{align*}
S_{N}\left(\Xi^{7 N}\right)=-\lambda & \int_{\Xi^{7 N}} \log \mathcal{N}_{N}\left(x_{A}\right) \\
& \times \mathcal{N}_{N}\left(x_{A}\right) \xi^{A_{1} \cdots A_{N}} d \Sigma_{A_{1} \cdots A_{N}} \tag{6.7}
\end{align*}
$$

When the $k$ entropy of a physical system is constant, then the associated entropy flux tensor satisfies conservation relations:

$$
\begin{equation*}
\partial_{\rho_{i}} \sigma^{\rho_{1} \cdots \rho_{k}}\left(x_{1}^{\mu} \cdots x_{k}^{\mu}\right)=0, \quad i \leq k \tag{6.8}
\end{equation*}
$$

Equation (6.5) and (6.6) are the generalization of the entropy and entropy current given by Tauber and Weinberg, by Chernikov, and by Israel:

$$
\begin{align*}
S_{1}(\Sigma) & =-\lambda \int_{\Sigma} \sigma^{\mu} d \Sigma_{\mu}  \tag{6.9}\\
\sigma^{\mu}\left(x_{v}\right) & =\int \log \mathcal{N}_{1} \cdot \mathcal{N}_{1} u^{\mu} d_{4} u \tag{6.10}
\end{align*}
$$

So an $H$ theorem is expressed by stating

$$
\begin{equation*}
\partial_{\mu} \sigma^{\mu}<0 \tag{6.11}
\end{equation*}
$$

## Remarks and Discussion

(1) Local average values may be defined as being

$$
\begin{equation*}
\left\langle B_{v_{1}}^{\mu_{1} \cdots{ }_{v \beta} \alpha}\right\rangle_{x_{v}}=\left.\frac{\mathfrak{B}_{v_{1} \cdots{ }_{v \beta}}^{\mu_{1} \cdots \mu_{\alpha} \rho_{1} \cdots \rho_{N}} J_{\rho_{1} \cdots \rho_{N}}}{\left\{J^{\rho_{1} \cdots \rho_{N}} J_{\rho_{1} \cdots \rho_{N}}\right\}}\right|_{x_{v_{i}}=x_{v}, \forall i \leq N} \tag{6.12}
\end{equation*}
$$

This definition is the natural generalization of Eq. (2.35) and it suffers the same troubles. In particular, it seems to be hardly possible to give them a form similar to the nonrelativistic one.
(2) In Sec. 4 we mentioned that our phase space might be insufficient and thus should be enlarged. ${ }^{110}$ Let us now explain this point. It is clear that our preceding statistical notions ( $\Gamma$ space, densities, average values) only permit the calculation of average values of those quantities which depend on the variables ( $\cdots x_{i}^{\mu}$, $u_{i}^{\mu} \cdots$ ). If we want to calculate the average value of a quantity depending, for instance, on acceleration variables, then phase space would have to be enlarged so as to include them. It would be a 12 N -dimensional space. Of course, subsequent densities on it would have

[^145]to be defined: they are straightforward generalizations of the definitions given in Sec. 5. In practice we know only quantities depending on ( $\cdots x_{i}^{\mu}, u_{i}^{\mu} \cdots$ ). However, when dealing with radiation phenomena, acceleration variables should be taken into account. ${ }^{111}$ These questions are studied in a detailed manner in Paper II.
(3) Because of the fact that $D_{N}\left(x_{A} ; \tau_{1} \cdots \tau_{N}\right)$ is a true probability distribution, one might think that average values could be defined as usual: i.e., as
\[

$$
\begin{aligned}
&\left\langle B_{v_{1}}^{\mu_{1} \cdots \mu_{\beta}} \mu_{\alpha}\left(x_{1}^{\mu}, u_{1}^{\mu} \cdots x_{N}^{\mu}, u_{N}^{\mu}\right)\right\rangle_{\left(\tau_{1} \cdots \tau_{N}\right)} \\
&=\int_{\Gamma} B_{v_{1}}^{\mu_{1} \cdots \mu_{\nu \beta}}\left(x_{A}\right) D_{N}\left(x_{A} ; \tau_{1} \cdots \tau_{N}\right) d \Gamma .
\end{aligned}
$$
\]

However, these mean values depend on the adopted parametrization. Therefore they must be considered as unphysical. However, they have some interesting consequences. For instance we can compute the mean value of $x^{A}(A=1 \cdots 8 N)$; it is a function $\left\langle x^{A}\right\rangle_{\left(r_{1} \cdots r_{M}\right)}$ of the $N$ proper times, which determines a mean manifold in $\Gamma$ space. In the same way we can define the "center of mass" 112 of a relativistic fluid when we know its "instantaneous" distribution $D_{1}\left(x_{\mu} p_{\mu} ; \tau\right)$, by

$$
\left\langle x^{\mu}\right\rangle_{\tau}=\int_{\mu} x^{\mu} D_{1}\left(x^{\mu}, p^{\mu} ; \tau\right) d \mu .
$$

In $\mathcal{K}^{4}$ this equation defines a mean world line whose points are the centers of mass of the fluid at different "times." Of course, this mean world line is not unique; it depends on the initial data and on the parametrization. Let us remark that this lack of uniqueness of the center of mass, due to the arbitrariness of the parametrization, is a kind of "temporal" counterpart of the arbitrariness of the "physical space," i.e., spacelike 3-manifolds. Indeed it is well known ${ }^{113}$ that, in general, the center of mass of a relativistic fluid depends on the three-surface where it is computed and hence is largely arbitrary.

In this connection it is interesting to note that we have a kind of "Ehrenfest theorem" which reads

$$
\begin{aligned}
& (d / d \tau)\left\langle x^{\mu}\right)_{T}=\left\langle u^{\mu}\right\rangle_{\tau} \\
& (d / d \tau)\left\langle u^{\mu}\right\rangle_{T}=\left\langle\frac{F^{\mu}}{m}\right\rangle_{\tau}
\end{aligned}
$$

and which may easily be proved in the one-particle case. ${ }^{114}$
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## An Illustration of the Formalism

As a simple application of the above formalism let us derive the canonical distribution of a relativistic gas of noninteracting particles, at local equilibrium. ${ }^{115}$ To this end, we assume ${ }^{116}$ that such a distribution can be obtained (a) from the maximization of the entropy while (b) the average total momentum-energy and (c) the number of particles within the gas, are given. Since we are dealing with local equilibrium conditions, (a), (b), and (c) have to be replaced by their local equivalents. They are
(a) $\delta\left\langle\log \mathcal{N}_{N}\right\rangle_{x_{v}}=\delta\left\{\sigma^{\mu_{1} \cdots \mu_{N}} U_{\mu_{1} \cdots \mu_{N}}\right\}=0$,

$$
\begin{equation*}
\left\langle P^{\mu}\right\rangle_{x_{v}}=\mathscr{G}^{\mu_{1} \cdots \mu_{N}} U_{\mu_{1} \cdots \mu_{N}} \tag{b}
\end{equation*}
$$

(c)

$$
\begin{equation*}
\langle n\rangle_{x_{\nu}}=J^{\mu_{1} \cdots \mu_{N}} U_{\mu_{1} \cdots \mu_{N}}, \tag{6.13}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left.U^{\mu_{1} \cdots \mu_{S}} \equiv J^{\mu_{1} \cdots \mu_{N}}\left\{J^{\mu_{1} \cdots \mu_{N}} J_{\mu_{1} \cdots \mu_{N}}\right\}^{-\frac{1}{2}}\right|_{x_{v_{i}}=x_{v}}, \\
& \forall i \leq N, \\
& \mathcal{C}^{\mu v_{1}} \cdots v_{N}=\sum_{i=1}^{i=N} m \int d_{4} u_{1} \cdots d_{1} u_{N} u_{i}^{\mu} u_{1}^{\nu_{1}} \cdots u_{N}^{\nu_{N}} \mathcal{N}_{N} .
\end{aligned}
$$

Introducing now five $x_{v}$-dependent Lagrange multipliers $\log A, \xi_{\mu}$, conditions (a), (b), and (c) lead to

$$
\begin{align*}
& \delta\left\{U_{\mu_{1} \cdots \mu_{N}} \int d_{4} u_{1} \cdots d_{4} u_{N} u_{1}^{\mu_{1}} \cdots u_{N}^{\mu_{N}} \mathcal{N}_{N}\right. \\
&\left.\times\left[\log \mathcal{N}_{N}-\log A+m \sum_{i=1}^{i=N} u_{i}^{\mu} \xi_{\mu}\right]\right\}=0 \tag{6.14}
\end{align*}
$$

and finally we obtain

$$
\begin{equation*}
\mathcal{N}_{N}\left(x_{A}\right)=A \exp \left\{-\xi_{\mu} \sum_{i=1}^{i=N} m u_{i}^{\mu}\right\} \tag{6.15}
\end{equation*}
$$

This result is, as expected, consistent with the JüttnerSynge distribution.

Let us remark that contrary to the nonrelativistic case we can define another kind of canonical distribution: instead of the conservation of the fourmomentum of the gas we can impose the conservation of the total mass of the gas. Then instead of relation (6.15), we should find

$$
\begin{equation*}
\mathcal{N}_{N}\left(x_{A}\right)=A \exp \left[-\xi\left\{\sum_{i=1}^{i=N} m_{0} u_{1}^{\mu}\right\}^{2}\right] . \tag{6.16}
\end{equation*}
$$

We discuss the case of interacting particles in Sec. 7.
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## 7. AN UNSOLVED PROBLEM: EQUILIBRIUM

In this section we discuss the possibility of defining relativistic equilibrium states. We also suggest elements for a possible solution of this unsolved problem.

## A Preliminary Unsolved Problem: What is Equilibrium?

(1) Let us consider a nonrelativistic system of particles whose equations of motion are given

$$
\begin{equation*}
m_{i}\left(d \mathbf{v}_{i} / d t\right)=\mathbf{F}\left(\mathbf{x}_{i}, \mathbf{v}_{i} ; t\right), \quad i=1 \cdots N . \tag{7.1}
\end{equation*}
$$

Assume now that the initial data ( $\cdots \mathbf{x}_{i 0}, \mathbf{v}_{i 0}, \cdots$ ) are chosen at random so that we actually deal with statistical mechanics. When may such a classical system be considered as being in an "equilibrium state"? If the equation of motion (7.1) can be cast into a Hamiltonian form, ${ }^{91}$ then the usual definitions of equilibrium apply ${ }^{117}$ : We first define a microcanonical distribution with the help of the physically interesting constant of motion, next the canonical distribution is derived for a subsystem. ${ }^{118}$ At this point it should be emphasized that the equilibrium distributions obtained are both integrals of motion and solutions of the continuity equation in phase space (by virtue of the Liouville theorem). It should also be pointed out that the notion of temperature is closely related to the choice of the energy as constant of motion to be introduced in the microcanonical distribution.
(2) When Eq. (7.1) cannot be set into a Hamiltonian form, ${ }^{91}$ then the situation is by no means so "simple." It seems indeed hardly possible to define equilibrium states as is shown from the following. [Let us consider the trivial example ${ }^{119}$ of one particle acted on by a friction force and performing (for simplicity) a onedimensional motion:
$m(d v / d t)+\beta v=0 ; d x / d t=v \quad(\beta$ is the friction coefficient).

[^148]The main properties of this system are
(a) solutions:

$$
\left\{\begin{array}{l}
v(t)=v_{0} \exp \{-\beta t\} \\
x(t)=x_{0}-\beta^{-1} v_{0}[\exp \{-\beta t\},-1]
\end{array}\right.
$$

(b) Phase space: $\left\{x_{0}\right\} \times\left\{v_{0}\right\}$ (two dimensions).
(c) Constant of motion: $m v+\beta x=$ const.
(d) Ergodism:

$$
\lim _{T \rightarrow+\infty} \frac{1}{T} \int_{0}^{T}[v(t)]^{q} d t=0, \quad q>0
$$

Microcanonical distribution cannot be defined because the constant of motion (c) has no direct physical meaning. The explicit form (a) of the solution of the equations of motion indicates that, anyway, the velocity tends to zero at infinity in times; consequently all possible densities at $t=+\infty$ will have the form
(e) $\rho(x, v)$

$$
=\{\text { arbitrary positive function of } x\} \times \delta(v)
$$

which agrees with property (d). However, although $\rho(x, v)$ satisfies the continuity equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho+v \frac{\partial}{\partial x} \rho+\frac{\partial}{\partial v}\{-\beta v \rho\}=0 \tag{f}
\end{equation*}
$$

in phase space, it is no longer a constant of motion, i.e., $(d / d t) \rho \neq 0$. Note also that energy is not well defined.]

Furthermore energy is not always defined and so the notion of temperature fails. The above example shows, however, that statistical equilibria (if not thermodynamical) ${ }^{120}$ might be defined.

Finally we stress that the question of equilibrium is not a specifically relativistic one and should be solved first in a classical framework. ${ }^{121}$
(3) What might be expected from an equilibrium state? First an equilibrium distribution should satisfy the continuity equation whether there exists a Liouville theorem or not. Next it must be stationary in time and perhaps also invariant under space translations. [Let us come back to the above example. These conditions only imply that $\rho$ should verify

$$
(\partial / \partial v)\{\beta v \rho\}=0
$$

[^149]or
$$
\rho v=\text { const },
$$
which yields
$$
\rho=\text { const } / v+(\text { another const }) \times \delta(v)
$$
and finally since $\rho$ is to be positive and normalized to unity, it follows that $\rho=\delta(v)$.] However, these conditions are not sufficient by themselves in spite of the chosen example, which is much too simple. Unfortunately we do not know what conditions should be added. ${ }^{122}$ Anyway an equilibrium distribution is in general not a first integral of the motion. ${ }^{123}$

## Relativistic Equilibrium in the Field Point of View ${ }^{124}$

The notion of equilibrium used in the field viewpoint by a number of authors ${ }^{10,125}$ is far from being completely clear. Indeed, apart from usual infinities which occur in dealing with electromagnetic phenomena, ${ }^{126}$ there always remain the divergences due to the self-fields. Furthermore, infinite bare masses are involved in the equilibrium pseudodistribution obtained and therefore its physical meaning seems to be troublesome. ${ }^{127}$

However, the use of the so-called field oscillators may be considered as a heuristic tool. In particular, it is interesting to note that the canonical distribution for a blackbody indicates that the electromagnetic field is a Gaussian random process with zero average value and a spectrum given by Planck's law.

This suggests a definition of the equilibrium for the radiation field ${ }^{128}$ by assuming:
(a) $F_{\text {rad }}^{\mu \nu}$ is a Gaussian random process invariant under space-time translations.
(b) with: $\left\langle F_{\text {rad }}^{\mu \nu}\right\rangle=0, \partial \mu\left\langle F_{\text {rad }}^{\mu v}\right\rangle=0, \partial \mu\left\langle F_{\text {rad }}^{\mu \nu *}\right\rangle=0$.
(c) with: Fourier transform of $\left\langle F_{\text {rad }}^{\mu \nu} \otimes F_{\text {rad }}^{\mu v}\right\rangle \sim$ \{blackbody spectrum\}.
In actuality, the notion of thermal equilibrium seems to have only a weak meaning when radiation is considered especially due to the absence of classical photons. It is, however, usual to speak about "the equilibrium of the field," etc., notions which might

[^150]have a sense only within the framework of quantum electrodynamics.

Equilibrium in the Action-at-a-Distance Formalism ${ }^{124}$
(1) In Paper II, we give several hierarchies either verified by the distribution functions $\mathcal{N}_{1}, \mathcal{N}_{2}$, etc., or by generalized similar densities; i.e., relations of the form

$$
\begin{aligned}
A \mathcal{N}_{1}= & B \mathcal{N}_{2}+E P_{2} \\
C \mathcal{N}_{2}= & D \mathcal{N}_{3}+\cdots, \\
& \cdots,
\end{aligned}
$$

relating these densities ( $A, \cdots, E$ are operators). These hierarchies are generalizations of the wellknown BBGKY chain. If we impose now that these densities should be invariant under space-time translations, if we impose that $\mathcal{N}_{1}$ should be the Jüttner-Synge distribution, then the hierarchy obtained might be considered as an equilibrium hierarchy similar to the classical one. In so doing, we have computed the relativistic correlation function ${ }^{129}$ at order 1 in $e^{2}$ of a gas at equilibrium. However, it is not clear whether or not higher orders can also be calculated (see Paper II for a discussion and the details).
(2) A possible way out of these difficulties consists in assuming that canonical equilibrium ${ }^{116}$ is obtained as in Sec. 6 from a maximization of entropy (subject to the constraints arising from the knowledge of the number of particles of the system and its total momentum-energy). However, in so doing, we obtain a very complicated functional expression from which we have not yet been able to derive the equilibrium densities.

In conclusion, (a) the notion of equilibrium gives rise to unsolved problems even in a classical theory, (b) equilibrium densities should verify one of the hierarchies given in Paper II and which are, in a sense, something similar to the classical continuity equation, (c) equilibrium densities have to be invariant under space-time translations, ${ }^{130}$ (d) it is perhaps possible to start directly with canonical equilibrium. In such case, temperature ${ }^{131}$ is defined as in Jüttner-Synge distribution.
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## APPENDIX. MICROCANONICAL ENSEMBLE (CASE OF THE PERFECT GAS)

Let us consider a perfect gas in the absence of external forces. Its random distribution function is ${ }^{132}$

$$
\begin{align*}
& \mathcal{R}_{N}\left(x_{\mu 1}, p_{\mu 1} ; \cdots ; x_{\mu N}, p_{\mu N}\right)=\int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} d \tau_{1} \cdots d \tau_{N} \\
& \quad \times \sum_{i=N}^{i=1} \prod_{j=1}^{j=N} \delta\left\{x_{\mu i}-x_{\mu 0 i_{j}}-m^{-1} p_{\mu i} \tau_{j}\right\} \otimes \delta\left\{p_{\mu 0 i_{j}}-p_{\mu i}\right\} \tag{A1}
\end{align*}
$$

Such a system is conservative so that the total momen-tum-energy 4 -vector of the gas does not depend on the manner through which it is calculated. Therefore we have

$$
\begin{equation*}
P^{\mu}=\sum_{i=1}^{i=N} p_{0 i}^{\mu}=\text { const } . \tag{A2}
\end{equation*}
$$

It follows that the microcanonical distribution is obtained by averaging $R_{N}$ over the initial data $\left(\cdots x_{0}^{\mu}, p_{0}^{\mu} \cdots\right)$. The average operation should be uniform in configuration space $\mathcal{M}^{4 N}$ and in the accessible momentum space. We then get
$\mathcal{N}_{N}\left(x_{1}^{\mu}, p_{1}^{\mu} ; \cdots x_{N}^{\mu}, p_{N}^{\mu}\right)=$ const $\delta\left\{p^{\mu}-\sum_{i=1}^{i=N} p_{i}^{\mu}\right\}$
or, taking into account the $N$ constraints $p_{i}^{\mu} p_{\mu}^{i}=m^{2}$, we have

$$
\begin{align*}
& \mathcal{N}_{N}\left(x_{1}^{\mu}, p_{1}^{\mu} ; \cdots ; x_{N}^{\mu}, p_{N}^{\mu}\right) \\
& \quad=\text { const } \delta\left\{P^{\mu}-\sum_{i=1}^{i=N} p_{i}^{\mu}\right\} \otimes \prod_{i=1}^{i=N} \delta\left\{p_{i}^{\mu} p_{\mu}^{i}-m^{2}\right\} 2 \theta\left(p_{i}^{0}\right), \tag{A4}
\end{align*}
$$

where the constant is to be fixed by the normalization condition

$$
\begin{equation*}
J^{\mu_{1} \cdots \mu_{N}}=\int \cdots \int \mathcal{N}_{N} \frac{p_{1}^{u_{1}}}{m} \cdots \frac{p_{N}^{\mu_{N}}}{m} d_{4} p_{1} \cdots d_{4} p_{N} \tag{A5}
\end{equation*}
$$

$\left\{J^{\mu_{1} \cdots \mu_{N}} \cdot J_{\mu_{1} \cdots \mu_{N}}\right\}^{1 / 2 N}=\rho_{0}=$ constant density.
[Since $J^{\mu_{1} \cdots \mu_{N}}$ is a constant tensor, the usual normalization

$$
\int J^{\mu_{1} \cdots \mu_{N}} d \Sigma_{\mu_{1} \cdots \mu_{N}}=1
$$

is no longer valid. We might, however, define a

[^152]"local microcanonical ensemble" which would be normalizable; to this end it is sufficient to make the five constants which are at our disposal (i.e., $\rho_{0}, P^{\mu}$ ), $x_{v}$-dependent.]

Equation (A3) essentially agrees with the one already given by Lurçat and Mazur ${ }^{133}$ in another context. However, their distribution (which is in fact a phase space factor, useful in the statistical model of pions production) is not correctly normalized (i.e., through a current). This is the reason why their final result (the canonical distribution) is not correct, if considered from the point of view of relativistic statistical mechanics. ${ }^{134}$

Let us check that $\mathcal{N}_{N}$ actually leads to $P^{\mu}$ as the total energy momentum 4 -vector for the gas. As in Sec. 6 , we calculate the generalized momentum-energy tensor:

$$
\begin{align*}
\mathcal{C}^{\mu_{1} \cdots \mu_{N^{v}}} & =\int \cdots \int \mathcal{N}_{N} \cdot\left\{\sum_{i=1}^{i=N} p_{i}^{v}\right\} \cdot \prod_{i=1}^{i=N}\left(\frac{P_{i}^{\mu_{i}}}{m}\right) d_{i} p_{i} \\
& =P^{v} \cdot J^{\mu_{1} \cdots \mu_{N}} \tag{A6}
\end{align*}
$$

[^153]from which follows the total energy-momentum ${ }^{135}$
\[

$$
\begin{align*}
P_{\text {tot }}^{\mu} & =P^{\mu} \int J^{\mu_{1} \cdots \mu_{N}} d \Sigma_{\mu_{1} \cdots \mu_{M}} \\
& =P^{\mu} \times(\sim 1) \tag{A7}
\end{align*}
$$
\]

as expected.
Note that the averaging operation 〈〉 is simply obtained from $\mathcal{N}_{N}$. Had we considered the case of interacting particles, the situation would have been inextricable and another difficulty would arise. Indeed, instead of Eq. (A2), we should have a much more complicated expression [see Ref. 49, Eq. (7-96) and following] and furthermore the averaging operation would not be simply obtained from $\mathcal{N}_{N}$ because of the richer content of (). Indeed it seems that, at any rate, Cauchy data are not merely $\left(\cdots x_{i 0}, u_{i 0} \cdots\right)$ for interacting particles.

[^154]
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#### Abstract

The primary aim of this work is to find the canonical (i.e., simplest) form of antilinear operators which is the analog of the diagonal form of linear ones, as well as to obtain that class of antilinear operators which corresponds to the class of normal, i.e., diagonalizable, linear ones. To achieve this aim two basic tools are used: polar factorization of an arbitrary antilinear operator into a linear, Hermitian, positive, semidefinite, and anti-unitary operator $\hat{A}_{a}=\hat{H}_{1} \hat{O}_{a}=\hat{O}_{a} \hat{H}_{2}$, and representation of antilinear operators by antilinear matrices, which are products of a matrix factor transforming by unitary congruence transformations and the operation of conjugation which is the same for all antilinear operators and all bases. The canonical form is defined as the simplest form of the matrix factor. The criteria of simplicity are: a quasi-diagonal form with smallest possible submatrices, a maximal number of zeros in them, and as many positive numbers as possible among the nonzero elements. It is found that the analog of the diagonal form of linear operators is the second-order canonical form consisting of a diagonal part with nonnegative elements, which is as large as possible, and of two-by-two submatrices with zeros on the diagonal and with at least one positive element. The operators having this form are those whose polar factors can be simultaneously canonical, taking for the anti-unitary factor, essentially the Wigner canonical form. These antilinear operators are called normal ones, and they can also be defined by the following relations between the polar factors: $\left[\hat{H}_{1}, \hat{H}_{2}\right]_{-}=0$ and $\left[\hat{H}_{1}, \hat{O}_{a}^{2}\right]_{-}=0$ or by the single commutator, $\left[\hat{A}_{a},\left(\hat{A}_{a}^{\dagger}\right)^{2}\right]_{-}=0$. A simple procedure to obtain the canonical form of a given normal antilinear operator is developed. A few applications of the results obtained are outlined. They belong to different fields such as electric network theory, quantum mechanics, and self-consistent HartreeBogoliubov theory.


## INTRODUCTION

THE only well-known example of an antilinear operator (hereafter AO) used in quantum physics is that of time reversal. Therefore, AO's are not a standard tool of theoretical physicists, and it seems desirable to begin with a short summary of basic definitions.

AO's are those operators in a complex vector space which anticommute with pure imaginary constants, commute with real constants, and preserve summation, i.e.,

$$
\hat{A_{a}}(\alpha|a\rangle+\beta|b\rangle)=\alpha^{*} \hat{A_{a}}|a\rangle+\beta^{*} \hat{A_{a}}|b\rangle,
$$

where $\alpha, \beta$ are complex numbers, $|a\rangle,|b\rangle$ are vectors, and the index $a$ on $\hat{A}_{a}$ denotes antilinearity.

In a unitary space, the adjoint operator of $\hat{A}_{a}, \hat{A}_{a}^{\dagger}$, which is also antilinear, is defined by ${ }^{1}$

$$
\langle a|\left(\hat{A}_{a}^{\dagger}|b\rangle\right)=\langle b|\left(\hat{A}_{a}|a\rangle\right)=\left[\left(\langle b| \hat{A}_{a}\right)|a\rangle\right]^{*} .
$$

As in the case of linear operators, Hermitian and skew-Hermitian, AO's satisfy $\hat{A}_{a}^{\dagger}=\hat{A}_{a}$ and $\hat{A}_{a}^{\dagger}=-\hat{A}_{a}$, respectively. Unitary AO's (more often called antiunitary operators) are defined by

$$
\left(\langle a| \hat{O}_{a}^{\dagger}\right)\left(\hat{O}_{a}|b\rangle\right)=\left[\langle a|\left(\hat{O}_{a}^{\dagger} \mathcal{O}_{a}|b\rangle\right)\right]^{*}=[\langle a \mid b\rangle]^{*}
$$

which leads to $\hat{0}_{a}^{\dagger}=\hat{0}_{a}^{-1}$.

[^155]The theory of anti-unitary operators has been given an equally firm ground as that of unitary linear operators in a paper by Wigner. ${ }^{2}$

Studying the variational objects of the HartreeBogoliubov self-consistent theory in nuclear physics, we found it necessary to deal with AO's which are not unitary, but skew-Hermitian. ${ }^{3}$ Hence, we have investigated a few basic problems in the algebra ${ }^{4}$ of AO's, inspired by Wigner's paper ${ }^{2}$ and making use of the analogy with linear algebra. ${ }^{5}$

The treatment of this paper has been restricted to finite dimensional complex unitary vector spaces $V_{n}$ for the sake of simplicity.

## I. POLAR FACTORIZATION OF ANTILINEAR OPERATORS

Generalizing the polar factorization of a complex number into a nonnegative number and a phase factor, one may write every $A O$ in polar form, i.e., as the product of a linear Hermitian, positive, semidefinite, and anti-unitary operator:

$$
\begin{equation*}
\hat{A}_{a}=\hat{H}_{1} \hat{0}_{a} \tag{1}
\end{equation*}
$$

Polar factorization in the reverse order is also possible

[^156]with the same anti-unitary factor:
$$
\hat{A}_{a}=\hat{O}_{a} \hat{H}_{2}
$$

First, we give a proof for ( $1^{\prime}$ ). We observe that $\hat{H}_{2}^{2}$ is uniquely determined as $\hat{A}_{a}^{\dagger} \hat{A}_{a}$, which is a linear Hermitian, positive, semidefinite operator, i.e., one with nonnegative eigenvalues. It is known that there exists a unique operator of the same kind which is its square root,

$$
\begin{equation*}
\hat{H}_{2}=\left(\hat{A}_{a}^{\dagger} \hat{A}_{a}\right)^{\frac{1}{2}} \tag{2}
\end{equation*}
$$

It is easy to see that $\hat{H}_{2}$ and $\hat{A}_{a}$ are isometric, i.e.,

$$
\| \hat{H}_{2}|x\rangle\|=\| \hat{A}_{a}|x\rangle \|, \quad|x\rangle \in V_{n}
$$

where $\||x\rangle \|=(\langle x \mid x\rangle)^{\frac{1}{2}}$ is the norm of a vector. Isometry of a linear and an antilinear operator always implies the existence of an anti-unitary operator which connects them in the sense of Eq. (1'). To see this, one has to notice that isometry requires coincidence of the zero-eigensubspaces (null spaces) of $\hat{A}_{a}$ and $\hat{H}_{2}$, i.e., $V\left(\hat{A}_{a}=0\right)=V\left(\hat{H}_{2}=0\right)$, and, consequently, $\hat{A}_{a}$ and $\hat{H}_{2}$ define the same inverse classes (we call an inverse class the set of all those elements which a linear or antilinear operator maps into the same image). The set of inverse classes is a linear space isomorphic to the subspace of images (range) of $\hat{H}_{2}, R\left(\hat{H}_{2}\right)$, and anti-isomorphic to the range of $\hat{A_{a}}, R\left(\hat{A}_{a}\right)$. As a consequence, we have a unique antiisomorphism, $\hat{U}_{a}^{(1)}$, mapping $R\left(\hat{H}_{2}\right)$ onto $R\left(\hat{A}_{a}\right)$ : if $|a\rangle \in R\left(\hat{H}_{2}\right)$ then there is a vector $|b\rangle$ such that $|a\rangle=\hat{H}_{2}|b\rangle$, and by definition $\hat{O}_{a}^{(1)}|a\rangle=\hat{A}_{a}|b\rangle$. The isometry between $\hat{A}_{a}$ and $\hat{H}_{2}$ has the further consequence that $\hat{O}_{a}^{(1)}$ preserves the norm, i.e., it is a unitary anti-isomorphism.
If $\hat{A}_{a}$ is nonsingular, then $R\left(\hat{A}_{a}\right)=R\left(\hat{H}_{2}\right)=V_{n}$, and $\hat{O}_{a}^{a}$ of Eq. ( $1^{\prime}$ ) is unique and equal to $\hat{U}_{a}^{(1)}$. If $\hat{A}_{a}$ is singular, then we take an arbitrary unitary antiisomorphism, $\hat{O}_{\alpha}^{(2)}$, mapping the orthogonal complement of $R\left(\hat{H}_{2}\right)$ [i.e., $V\left(\hat{H}_{2}=0\right)$ ] onto that of $R\left(\hat{A}_{a}\right)$, and define $\hat{U}_{a}$ so that $\hat{U}_{a}|x\rangle=\hat{O}_{a}^{(1)}\left|x^{(1)}\right\rangle+$ $\hat{0}_{a}^{(2)}\left|x^{(2)}\right\rangle$, where $|x\rangle \in V_{n}$, and $\left|x^{(1)}\right\rangle$ and $\left|x^{(2)}\right\rangle$ are its components in $R\left(\hat{H}_{2}\right)$ and in $V\left(\hat{H}_{2}=0\right)$, respectively. Actually, in Eq. (1') $\hat{O}_{a}^{(2)}$ does not act at all, and one could write Eq. (1') as $\hat{A}_{a}=\hat{O}_{a}^{(1)} \hat{H}_{2}$. Though $\hat{O}_{a}^{(2)}$ is not determined by $\hat{A}_{a}$, it is introduced in order to obtain $\hat{U}_{a}$ defined in the whole space.

Having proved ( $1^{\prime}$ ), we now turn to Eq. (1) by writing ( $1^{\prime}$ ) in the form $\hat{A}_{a}=\left(\hat{O}_{a} \hat{H}_{2} \hat{O}_{a}^{\dagger}\right) \hat{O}_{a}$ and observing that $\hat{O}_{a} \hat{H}_{2} \hat{U}_{a}^{\dagger}$ is a linear Hermitian, positive, semidefinite operator which we denote by $\hat{H}_{1}$, i.e.,

$$
\begin{equation*}
\hat{H}_{1}=\hat{O}_{a} \hat{H}_{2} \hat{O}_{a}^{\dagger} \tag{3}
\end{equation*}
$$

Though, in general, $\hat{O}_{a}$ is not unique, $\hat{H}_{1}$ always is, because a more detailed analysis could show that
$\hat{O}_{a}^{(2)}$ actually gives no contribution in Eq. (3). Anyway, the uniqueness of $\hat{H}_{1}$ is obvious from the fact that

$$
\begin{equation*}
\hat{H}_{1}^{2}=\hat{A}_{a} \hat{A}_{a}^{\dagger}, \tag{4}
\end{equation*}
$$

which follows from Eq. (1).
In order to clarify the relation of $\hat{O}_{a}^{(1)}$ and $\hat{O}_{a}^{(2)}$ to $\hat{H}_{1}$, we notice that $R\left(\hat{A}_{a}\right)$ and $R\left(\hat{H}_{1}\right)$ coincide, which means that $\hat{O}_{a}^{(1)}$ maps $R\left(\hat{H}_{2}\right)$ onto $R\left(\hat{H}_{1}\right)$, and $\hat{U}_{a}^{(2)}$ maps $V\left(\hat{H}_{2}=0\right)$ onto $V\left(\hat{H}_{1}=0\right)$.
We have discussed the factorizations (1) and ( $1^{\prime}$ ) in the whole space. For application below, let us point out that if a subspace and its orthogonal complement are invariant for $\hat{A}_{a}$, then they are also invariant for $\hat{A}_{a}^{\dagger}$. This follows from the fact that if a subspace is invariant for a linear or antilinear operator, then its orthogonal complement is invariant for the adjoint operator.

We have an immediate corollary when $\hat{A}_{a}$ commutes with a linear Hermitian operator $A$ and thus reduces in its eigensubspaces, i.e., when each eigensubspace of $\hat{H}$ is invariant for $\hat{A}_{a}$. In this case the polar factorizations (1) and ( $1^{\prime}$ ) can be performed separately in each eigensubspace, and then also the polar factors commute with $\hat{H}$.
At last, we want to point out that having reduced a complex object like an AO to the product of two simple and well-understood operators, one is able to analyze the complexity of the AO through the relation that exists between the polar factors. Another tool which we make use of in our analysis below is the representation of AO's by antilinear matrices.

## II. REPRESENTATION OF ANTILINEAR OPERATORS BY ANTILINEAR MATRICES

Now we are going to use the standard factorization ${ }^{1}$ of an $\mathrm{AO}, \hat{A}_{a}$, into a linear and a conjugation operator to obtain a representation of $\hat{A}_{a}$ in the space of column vectors. For that purpose we write

$$
\begin{equation*}
\hat{A}_{a}=\left(\hat{A}_{a} \hat{R}_{a}^{(Q)}\right) \hat{R}_{a}^{(Q)} \tag{5}
\end{equation*}
$$

where $\hat{R}_{a}^{(Q)}$ is defined as that AO for which all the vectors of a given basis $(Q)$ are invariant. $\widehat{R}_{a}^{(Q)}$ is obviously an involution, i.e., $\left(\hat{K}_{a}^{(Q)}\right)^{2}=1$. If $(Q)$ is an orthonormal basis, $\hat{K}_{a}^{(Q)}$ is anti-unitary.
The reverse factorization is also possible:

$$
\hat{A}_{a}=\hat{R}_{a}^{(Q)}\left(\hat{K}_{a}^{(Q)} \hat{A}_{a}\right) .
$$

The factorization in Eq. (5) is basis-dependent in the sense that the conjugation operator $\hat{R}_{a}^{(Q)}$ is defined by the basis $(Q)$. In this basis the linear factor $\hat{A}_{a} \hat{K}_{a}^{(Q)}$ is represented by the matrix $\left(\hat{A}_{a} \hat{K}_{a}^{(Q)}\right)_{Q}$. The antilinear factor $R_{a}^{(Q)}$ is represented by an operation $K$ which consists in complex conjugating all matrices to the right in matrix multiplications.
$\hat{A}_{a}$ itself is represented by $\left(\hat{A}_{a} \hat{K}_{a}^{(Q)}\right)_{Q} K$, which is more complicated than an ordinary matrix, because $K$, though a very common operator in the space of column vectors, is not expressible as a matrix. We refer to such products of a matrix factor and conjugation as antilinear matrices. Since $K$ is one and the same for all AO's, every AO is essentially represented by its matrix factor. The latter can be put in polar form, ${ }^{5}$ so that its Hermitian and its unitary factor (the latter together with $K$ ) represent the corresponding polar factors of $\hat{A}_{a}$.

The set of all linear and antilinear operators in the abstract space is represented by the set of all ordinary and antilinear matrices in the space of column vectors, when a basis $(Q)$ is specified. One should notice the following peculiarities when dealing with such an extended set of operators: Multiplication is always defined and the product belongs to the set; the sum, though always defined, belongs to the set if and only if both terms are of the same kind, i.e., linear or antilinear. The direct or Kronecker product, however, is not uniquely defined unless all factors are of the same kind. Namely, the direct product of an AO, $\hat{A}_{a}$, and of a linear operator, $\hat{B}, \hat{A}_{a} \otimes \hat{B}$, acting on a vector $|x\rangle \otimes|y\rangle=1 / \rho|x\rangle \otimes \rho|y\rangle$, where $\rho=|\rho| e^{i \varphi / 2}$ is any complex number other than zero, would give $\hat{A}_{a}|x\rangle \otimes \hat{B}|y\rangle$, and also $e^{i \varphi}\left(\hat{A}_{a}|x\rangle \otimes \hat{B}|y\rangle\right)$, which shows that the image has a completely arbitrary phase.

In the rest of this paper, we consider representations of AO's only in orthonormal bases; therefore, we now discuss a few specific properties of antilinear matrices in connection with such bases. Hereafter, every basis, unless otherwise stated, is assumed to be orthonormal.

The elements of the matrix $\left(\hat{A}_{a} \hat{K}_{a}^{(Q)}\right)_{Q}$ are obtained by the following formula:

$$
\begin{equation*}
\langle m|\left(\hat{A}_{a} \hat{K}_{a}^{(Q)}\right)|n\rangle=\langle m|\left(\hat{A}_{a}|n\rangle\right), \tag{6}
\end{equation*}
$$

where $|m\rangle,|n\rangle \in(Q)$. This is due to $\hat{K}_{a}^{(Q)}|n\rangle=|n\rangle$. These matrix elements are obtained from $\hat{A}_{a}$ in the same way as those of a matrix representing a linear operator.

In transition from one basis to another, the whole antilinear matrix transforms by a unitary similarity transformation:

$$
\begin{aligned}
S\left(\hat{A}_{a} \hat{K}_{a}^{(Q)}\right)_{Q} K S^{-1} & =S\left(\hat{A}_{a} \hat{K}_{a}^{(Q)}\right)_{Q} K S^{\dagger} \\
& =S\left(\hat{A}_{a} \hat{K}_{a}^{(Q)}\right)_{Q} \tilde{S} K,
\end{aligned}
$$

where $S$ is the matrix of the transition operator from the new basis to the basis ( $Q$ ), and $\widetilde{S}$ is its transpose. The matrix factor itself transforms by a unitary congruence transformation

$$
\begin{equation*}
S\left(\hat{A}_{a} \hat{K}_{a}^{(Q)}\right)_{Q} \tilde{S} \tag{7}
\end{equation*}
$$

The matrix representing a linear operator trans-
forms as a mixed second-rank tensor in arbitrary bases, whereas the matrix factor of an AO transforms as a twice contravariant tensor only in orthonormal bases.

There is no need to investigate the transformation properties of $K$ because it is the same operation in the space of column vectors for any choice of a basis in the abstract space.
AO's can also be represented by antilinear matrices in the space of bras. For this purpose Eq. (5') is more convenient.

We mention a few most important examples of antilinear matrices. If two AO's are mutually adjoint, their matrix factors are mutually transposed. If an AO is nonsingular, then the matrix factor of its inverse operator is the conjugate inverse of the matrix factor of the AO. The matrix factors of Hermitian and skew-Hermitian AO's are symmetric and skewsymmetric, respectively, unlike the representing matrices of the linear operators of the same kind. It should be noted that Hermitian and skew-Hermitian AO's give a geometrical, i.e., basis-independent meaning to symmetric and skew-symmetric matrices. The matrix factor of an anti-unitary operator is unitary, like the matrix of a linear unitary operator.

Dealing with antilinear matrices is almost as simple as with ordinary matrices, because all the difference is due to the unique operation $K$, which must be taken into account. In the following, we find representation of AO's by antilinear matrices as useful as matrix representation of linear operators usually is.

## III. CANONICAL FORM OF ANTILINEAR OPERATORS

One of the most important problems in linear algebra is to find the spectral form of linear operators. Essentially it means replacing the operator by the direct sum of constants. This can be done for normal operators, i.e., for those which commute with their adjoints, and only for them. An alternative and more convenient approach to this problem is to diagonalize the representing matrix by a suitable unitary similarity transformation. Most important applications of linear algebra in physics are based on this reduction to the simplest, i.e., canonical, form.

It is very likely that the canonical form of AO's will also play an important role in applications. A few examples to support this are given in Sec. V and in subsequent papers.
An AO has the canonical form, i.e., acts in the simplest way on a basis, if and only if the representing antilinear matrix in this basis has the simplest form. We call such a basis canonical.

Since the conjugation $K$ is always the same, the simplicity of an antilinear matrix depends only on its matrix factor. Therefore, the problem amounts to finding a suitable unitary congruence transformation which will make the matrix factor canonical.

We want to stress that we are looking for the simplest form of the matrix factor with respect to a limited class of bases, namely, the orthonormal ones. Taking into account the larger class of all bases, i.e., the transformations $S\left(\hat{A}_{a} \mathcal{R}_{a}^{(Q)}\right)_{Q}\left(S^{-1}\right)^{*}$ ( $S$ arbitrary, nonsingular), one would obtain for some AO's a simpler form of the matrix factor, but that is beyond the scope of this paper.

It seems natural to take the following three criteria for the canonical form of the matrix factor: firstly, it should be quasi-diagonal with as small submatrices as possible (the submatrices on the diagonal correspond to invariant subspaces for the AO); secondly, within these nondiagonal submatrices, the largest possible number of zeros should appear; thirdly, among the nonzero elements, one should have as many positive numbers as possible.

We are going to approach the problem of finding the canonical form of an AO by using the canonical forms of its polar factors. In doing this, two steps have to be distinguished: first, finding the simplest form of the factors, and secondly, the analysis of their mutual relationship, which decisively affects the canonical form of the AO itself.

The simplest form of the linear Hermitian polar factor is, of course, the diagonal form. As to the anti-unitary polar factor, its normal form has been given by Wigner. ${ }^{2}$
To express Wigner's result by an antilinear matrix, we use Eq. (6) and obtain that the matrix factor in the normal form is quasi-diagonal having on its diagonal a unit submatrix (corresponding to the subspace where the anti-unitary operator $\hat{U}_{a}$ is an involution) and two-by-two submatrices of the form

$$
\left(\begin{array}{cc}
0 & \left(u^{*}\right)^{\frac{1}{2}}  \tag{8}\\
u^{\frac{1}{2}} & 0
\end{array}\right)
$$

corresponding to the subbases $\left|u^{*}\right\rangle,|u\rangle$, which consist of eigenvectors of $\hat{O}_{a}^{2}$ with the eigenvalues $u^{*}, u$, always appearing in pairs. When $u=-1$, then, by convention, $\left(-1^{*}\right)^{\frac{1}{2}}=-i$.

Merely changing the phases of some vectors of the basis giving the above matrix factor, one can achieve the canonical form of $\hat{U}_{a}$, which instead of (8) has

$$
\left(\begin{array}{ll}
0 & 1  \tag{9}\\
u & 0
\end{array}\right)
$$

the unit submatrix being unchanged. ${ }^{6}$ This form we call the Wigner canonical form of anti-unitary operators.

Wigner's method is based on the diagonalization of $\hat{0}_{a}^{2}$ prior to the selection of the canonical basis for $\hat{O}_{a}^{a}$. Among the eigenbases of $\hat{O}_{a}^{2}$ there is none which could give a simpler form than Wigner's canonical one. Namely, in any eigenbasis of $\hat{0}_{a}^{2}$ only those vectors which correspond to the eigenvalue 1 may give nonzero diagonal elements in the matrix factor of $\hat{U}_{a}$, as follows from

$$
\langle u|\left(\hat{O}_{a}|u\rangle\right)=u^{*}\langle u|\left(\hat{O}_{a}|u\rangle\right) .
$$

Therefore, wherever $u \neq 1$, one must have nothing but zeros on the diagonal.

It remains to be shown that only eigenbases of $\hat{0}_{a}^{2}$ can be canonical for $\hat{\theta}_{a}$. To that purpose we derive the Wigner canonical form using the above general criteria.

By the first criterion, the canonical form must be diagonal wherever possible. Changing the phases of the basis vectors and using antilinearity, the diagonal elements can be made positive, and because of unitarity they all have to be 1 . Thus, the corresponding basis elements are eigenvectors of $\hat{0}_{a}^{2}$ with the eigenvalue 1 . So, two-by-two nondiagonal submatrices are allowed only in the orthogonal complement of the subspace where $\hat{O}_{a}$ is an involution. Since these submatrices are unitary, they can have at most two zeros and both of them must be on the diagonal. If we required both nonzero elements to be positive, they would both be 1 , which would imply that the corresponding vectors are still in the subspace where $\hat{0}_{a}^{2}=1$. Therefore, the two-by-two submatrices in the canonical form cannot be simpler than (9). Squaring the antilinear matrix so obtained, one concludes that $\hat{0}_{a}^{2}$ is diagonal, i.e., the canonical basis is necessarily an eigenbasis of $\hat{U}_{a}^{2}$.

To see how one should select a canonical basis for ${\hat{O_{a}}}_{a}$ out of the eigenbases of $\hat{0}_{a}^{2}$, we briefly describe, following Wigner, ${ }^{2}$ a procedure consisting of three parts.
(1) In the subspace where $\hat{U}_{a}$ is an involution, one takes an arbitrary normalized vector, and adds to it its image by $\hat{O}_{a}$ with subsequent normalization, unless the sum is zero, when one takes the vector itself multiplied by $i$. If the subspace is more than one dimensional in the orthogonal complement of the

$$
\begin{aligned}
& { }^{6} \text { One can also achieve the form having } \\
& \qquad\left(\begin{array}{cc}
0 & u^{*} \\
1 & 0
\end{array}\right)
\end{aligned}
$$

instead of (8), which is as simple as (9). We choose (9) because for $u=-1$, it is the known canonical form of skew-symmetric unitary matrices under unitary congruence transformations (cf. Sec. VA).
first-basis vector so obtained, the procedure is repeated, etc.
(2) In the subspace where $O_{a}^{2}=-1$, i.e., where $\hat{O}_{a}$ is a skew involution, an arbitrary normalized vector is taken and it is paired with its image by ${\theta_{a}}_{a}$ in reversed order. If the subspace is more than two dimensional, another normalized vector orthogonal to both previous ones is taken, and the above procedure is repeated, etc. This subspace is necessarily even dimensional.
(3) When $u \neq 1,-1$, a basis is chosen in the eigensubspace of $\hat{V}_{a}^{2}$ with the eigenvalue $u$, and each element of it is paired with its image by $\hat{U}_{a}$, which necessarily belongs to the eigensubspace with the eigenvalue $u^{*}$. These pairs in the order $\left|u^{*}\right\rangle,|u\rangle$ give the submatrices (9). Though $u$ and $u^{*}$ play essentially symmetrical roles, we have only one of them in the submatrices, depending in whose eigensubspace we make the arbitrary choice of an orthonormal basis.

It should be noted that the choice of a canonical basis for $\hat{\theta}_{a}$ is not unique. The group of transformations connecting one canonical basis with all the others has been given by Wigner. ${ }^{2}$ Every canonical basis gives one- and two-dimensional invariant subspaces for $\hat{U}_{a}$, which are also nonunique. The only unique invariant subspaces for $\hat{U}_{a}$, made use of in the above procedure, are the eigensubspaces of $\hat{0}_{a}^{2}$ with the eigenvalues 1 and -1 , and the direct sums of the eigensubspaces with the eigenvalues $u$ and $u^{*}$, when $u \neq 1,-1$.

The Wigner canonical form itself is unique except for the order of the submatrices on the diagonal and conjugation within each submatrix.

Having discussed the Wigner canonical form of anti-unitary operators in sufficient detail, we may turn now to the problem of finding the canonical form of more general AO's. Using the method of simultaneously canonical polar factors, we show that this is possible for AO's whose polar factors are simply related to each other.

The simplest mutual relation of the polar factors is their commutation. It is obviously equivalent to $\hat{H}_{1}=\hat{H}_{2}$, as well as to $\left[\hat{A}_{a}, \hat{A}_{a}^{\dagger}\right]=0$ [see Eqs. (1), ( $1^{\prime}$ ), (2), and (4)]. The class of AO's satisfying this relation we call proper normal $A O$ 's.

From the commutation of the polar factors of a proper normal AO it follows that every eigensubspace of the Hermitian factor is invariant for the anti-unitary one. In each eigensubspace, one may find a Wigner canonical basis independently. All these together form a canonical basis in the whole space. In this way, for a given proper normal AO, a canonical basis is that one which is simultaneously an eigenbasis for the Hermitian
factor and a Wigner canonical basis for the anti-unitary factor.

The canonical matrix factor of a proper normal AO is in general the direct sum of a diagonal matrix and of several two-by-two matrices. The diagonal submatrix corresponds to the subspace, where $V_{a}$ is an involution and has only nonnegative diagonal elements, which are eigenvalues of the Hermitian factor. The two-bytwo submatrices are of the form

$$
\left(\begin{array}{cc}
0 & h  \tag{10}\\
h u & 0
\end{array}\right)
$$

where $h$ is an eigenvalue of the Hermitian factor, and $u \neq 1$ is an eigenvalue of $\hat{0}_{a}^{2}$.

So far we have not yet proved that this form is indeed canonical for proper normal AO's. This proof is given at the end of Sec. IV for a class of AO's which contains the proper normal ones.

To the proper normal AO's ( $\hat{H}_{1}=\hat{H}_{2}$ ) belong as special cases, the anti-unitary operators (for which $\hat{H}_{1}$ is the identity operator), the Hermitian AO's (whose $O_{a}^{(1)}$ is an involution) and the skew-Hermitian AO's ( $\dot{O}_{a}^{a}(1)$ skew-involution).
For all proper normal AO's, $\hat{\theta}_{a}$ is the direct sum of $\hat{U}_{a}^{(1)}$, which acts in $R\left(\hat{H}_{1}\right)$, and $\hat{O}_{a}^{(2)}$ acting in $V\left(\hat{H}_{1}=0\right)$. It is convenient to choose $\dot{O}_{a}^{(2)}$ always to be an involution (see Sec. IV).

We have defined the proper normal AO's as those which commute with their adjoints. In this respect they are the analogs of the linear normal operators. But the proper normal AO's can also be defined by their canonical form, and regarding this form they do not correspond to the diagonalizable linear operators. Because we consider the nature of the canonical form as the basic property of a class of operators, we now search for the analog of the linear normal ones.

In linear algebra the diagonal canonical form defines the normal linear operators. Since their diagonal elements are complex in general, it is possible to obtain the most important subclasses of linear normal operators (Hermitian, skew-Hermitian and unitary ones) by restricting the diagonal elements to be real, pure imaginary, or of unit modulus, respectively. In contrast to this, in the case of AO's, only Hermitian ones can be diagonalized (as follows from $\hat{0}_{a}^{2}=1$ ). Furthermore, their canonical form consists of nonnegative elements exclusively, and it cannot be further restricted. This form we call the first-order canonical one. Since the corresponding class of AO's is too narrow, one should not consider the Hermitian AO's as the analogs of the normal linear operators, nor the first-order canonical form as the analog of the diagonal one for linear operators.

As a starting point in finding this analog, one should take the Wigner canonical form of anti-unitary operators, because the polar factorization reveals their fundamental role. With respect to the three criteria for the canonical form, the Wigner one exhibits the following properties.

It is first-order canonical wherever possible. The nondiagonal part consists merely of two-by-two submatrices. Each of these has both diagonal elements equal to zero, and at least one off-diagonal element is positive [cf. submatrix (9)].

Beside these, the Wigner canonical form has two more properties, which are further restrictions due to the specific nature of anti-unitary operators and are not imposed by the three criteria.

All the diagonal elements in the first-order canonical part are equal to 1 , and so are the off-diagonal elements in the first rows of the two-by-two submatrices; the off-diagonal elements in the second rows $u$ are of unit modulus, which cannot take the value 1 .

Abolishing only the latter two specific restrictions, i.e., allowing any nonnegative numbers instead of the l's and any complex numbers instead of the $u$ 's, we define the second-order canonical form as the following quasi-diagonal matrix:

where $j+2 k=n$, all $|u|=1$, and all $h, h^{\prime}, h^{\prime \prime} \geq 0$, Notice that if any of the $h^{\prime}$ equals zero, then the corresponding $h^{\prime \prime} u>0$. This is required by criterion 3 and can always be achieved. The matrix elements are written in polar form to anticipate their origin as the products of eigenvalues of $\hat{H}_{1}$ or $\hat{H}_{2}$ and $\hat{U}_{a}^{2}$.

Since (11) is not more complicated, according to the criteria, than the Wigner canonical form, and, on the other hand, contains the canonical forms of all proper normal AO's as special cases, we consider it as the
natural analog of the diagonal form of linear normal operators. ${ }^{7}$

We call normal those AO's which have the secondorder canonical form as their simplest form. We study their properties in the next section.

## IV. NORMAL ANTILINEAR OPERATORS

Having defined the normal AO's by their canonical form, we now search for an alternative definition in terms of the polar factors.

The Hermitian polar factor $\hat{H}_{1}$ of (11) is uniquely determined and turns out to be diagonal. If (11) is singular, the unitary polar factor is not unique. We use this nonuniqueness in order to make it as simple as possible. To that purpose, we take every $h, h^{\prime}$, or $h^{\prime \prime}$ which is zero with a phase factor 1 . In this way one immediately obtains the unitary factor in a form which may differ from the Wigner canonical one only by having submatrices (9) with $u=1$ as well. This generalization of the Wigner canonical form, which we call the second-order canonical form of an antiunitary involution, is a consequence of our definition of the second-order canonical form in general, in which we have given up all accidental restrictions not contained in the three criteria. This is justified below, where we show that the normal AO's can be defined in a very simple way.

Referring to the above slight generalization of the Wigner form as to the canonical form of $\hat{U}_{a}$, we say that the class of normal AO's is the widest class of AO's whose polar factors can be put simultaneously in canonical form.

We now derive the necessary conditions for the polar factors of a normal AO.

Since

$$
\left(\begin{array}{cc}
0 & h^{\prime} \\
h^{\prime \prime} u & 0
\end{array}\right)=\left(\begin{array}{cc}
h^{\prime} & 0 \\
0 & h^{\prime \prime}
\end{array}\right)\left(\begin{array}{ll}
0 & 1 \\
u & 0
\end{array}\right)=\left(\begin{array}{ll}
0 & 1 \\
u & 0
\end{array}\right)\left(\begin{array}{cc}
h^{\prime \prime} & 0 \\
0 & h^{\prime}
\end{array}\right)
$$

$H_{2}$ is diagonal in the same basis, and so

$$
\begin{equation*}
\left[\hat{H}_{1}, \hat{H}_{2}\right]_{-}=0 \tag{12}
\end{equation*}
$$

Similarly,

$$
\begin{align*}
& {\left[\hat{H}_{1}, \hat{O}_{a}^{2}\right]_{-}=0,}  \tag{13}\\
& {\left[\hat{H}_{2}, \hat{U}_{a}^{2}\right]_{-}=0 .} \tag{14}
\end{align*}
$$

As a consequence, besides Eq. (3) we also have

$$
\begin{equation*}
\hat{H}_{2}=\hat{O}_{a} \hat{H}_{1}{\hat{\theta_{a}}}_{a}^{\dagger} \tag{15}
\end{equation*}
$$

The matrix representing $\hat{A}_{a}^{2}$ is diagonal and to the

[^157]two-by-two submatrices of (11) corresponds
\[

\left($$
\begin{array}{cc}
h^{\prime} h^{\prime \prime} u^{*} & 0 \\
0 & h^{\prime} h^{\prime \prime} u
\end{array}
$$\right)
\]

Obviously, it follows that the polar factors ${ }^{5} \hat{H}$ and $\hat{U}$ of $\hat{A}_{a}^{2}$ satisfy $\hat{H}=\hat{H}_{1} \hat{H}_{2}, \hat{U}=\hat{U}_{a}^{2}$, and

$$
\begin{equation*}
[\hat{H}, \hat{O}]_{-}=0 \tag{16}
\end{equation*}
$$

i.e., $\hat{A}_{a}^{2}$ is a linear normal operator.

At last, we have

$$
\begin{equation*}
\left[\hat{H}_{1} \hat{H}_{2}, \hat{O}_{a}\right]_{-}=0 \tag{17}
\end{equation*}
$$

which follows from Eqs. (3), (15), and (12).
Now we show that the conditions (12)-(15) are also sufficient for an AO to be normal.

In order to obtain the Wigner canonical form of an anti-unitary operator $\hat{U}_{a}$, one first diagonalizes $\hat{U}_{a}^{2}$. In case of a proper normal AO, $\hat{A}_{a}=\hat{H}_{1} \hat{U}_{a}, \hat{H}_{1}=\hat{H}_{2}$, one diagonalizes $\hat{H}_{1}$ and $\hat{O}_{a}^{2}$ as a first step. Now we begin by diagonalizing $\hat{H}_{1}, \hat{H}_{2}$, and ${\hat{O_{a}^{2}}}^{2}$, simultaneously, which is possible because they all commute [see Eqs. (12), (13), and (14)]. Actually, we need only the common eigensubspaces of these operators, in which we proceed to find the vectors of a basis canonical for $\mathcal{O}_{a}$ as well.

To that purpose we break up the whole space into two mutually orthogonal subspaces. The first is the direct sum of all those common eigensubspaces where the eigenvalues of $\hat{H}_{1}$ and $\hat{H}_{2}$ coincide, i.e., where $\hat{A}_{a}$ is proper normal. The second is its orthogonal complement, and we say that there $\hat{A}_{a}$ is improper normal. In the first subspace, the procedure is the same as described in the previous section. To obtain a procedure in the second subspace, it is important to notice that, besides the fact that $\hat{U}_{a}$ of any AO maps an eigenvector of $\hat{H}_{2}$ into one of $\hat{H}_{1}$ with the same eigenvalue [which follows from Eq. (3)] for those AO's which satisfy Eq. (15), it is also true the other way round, i.e., $\hat{H}_{1}|x\rangle=h^{\prime}|x\rangle$ implies $\hat{H}_{2}\left(\hat{U}_{a}|x\rangle\right)=$ $h^{\prime}\left(\hat{\sigma}_{a}|x\rangle\right)$. Thus, a common eigenvector of $\hat{H}_{1}$ and $\hat{H}_{2}$ with the eigenvalues $h^{\prime}$ and $h^{\prime \prime}$, respectively, is taken by $\hat{O}_{a}$ into another common eigenvector of the same operators, now corresponding to the eigenvalues $h^{\prime \prime}$ and $h^{\prime}$, respectively. This has the consequence that to each common eigensubspace corresponds another with exchanged eigenvalues of $\hat{H}_{1}$ and $\hat{H}_{2}$ and with the conjugate eigenvalue of $\hat{U}_{a}^{2}$. Now we choose an arbitrary basis in one of them, e.g. $\left|h^{\prime} h^{\prime \prime} u\right\rangle_{i}, i=1,2, \ldots, m$, and in the other we take that basis which is the image by $\hat{O}_{a}$ of the first one, i.e., $\left|h^{\prime \prime} h^{\prime} u^{*}\right\rangle_{i}, i=1,2, \ldots, m$.

It is easy to see that in the basis obtained in this way, when its elements are arranged so that each of
them is next to its image by $\hat{O}_{a}$, e.g. $\left.\left|h^{\prime \prime} h^{\prime} u^{*}\right\rangle_{i}, h^{\prime} h^{\prime \prime} u\right\rangle_{i}$, the matrix factor of $\hat{A}_{a}$ has the desired canonical form.

It should be observed that our procedure for the improper normal part of $\hat{A}_{a}$ is fully analogous to Wigner's procedure ${ }^{2}$ for $u \neq 1,-1$, though here both $u=1$ and $u=-1$ may occur. Besides, in this part of the space the diagonal form of $\hat{A}_{a}$ is never achieved, not even where $u=1$.
It is of interest to find among the above four necessary and sufficient conditions [Eqs. (12)-(15)] the smallest number of independent ones.

One immediately obtains (14) and (15) from (12) and (13). To show the mutual independence of the latter two, one may take two simple examples of antilinear matrices, e.g.,

$$
\begin{aligned}
A_{a} & =\left(\begin{array}{lll}
h & 0 & 0 \\
0 & h & 0 \\
0 & 0 & h^{\prime}
\end{array}\right)\left(\begin{array}{lll}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right) K, \\
A_{a}^{\prime} & =2^{-\frac{1}{2}}\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)\left(\begin{array}{cc}
h & 0 \\
0 & h^{\prime}
\end{array}\right) K,
\end{aligned}
$$

where $h \neq h^{\prime}$ in both cases, $A_{a}$ satisfies (12) and not (13), and $A_{a}^{\prime}$ vice versa.

Therefore, one can say that the polar factors of an AO can be brought simultaneously into the canonical forms if and only if they satisfy (12) and (13). We have thus obtained a second definition of normal AO's.

It is important to replace the above two relations by conditions on $\hat{A}_{a}$ itself, because one would like to recognize whether a given AO is normal or not without having first to calculate its polar factors.

We are now going to show that normal AO's can be defined as those which satisfy only one relation,

$$
\begin{equation*}
\left[\hat{A}_{a},\left(\hat{A}_{a}^{\dagger}\right)^{2}\right]_{-}=0 \tag{18}
\end{equation*}
$$

This condition can be easily obtained from Eqs. (12) and (13) if we write $\hat{A}_{a}$ in (18) in polar form. Actually, we use Eqs. (12) and the adjoint of (13), together with (17).

In order to show that (12) follows from (18), we take the latter and its adjoint to obtain an equation which is equivalent to the former,

$$
\left[\hat{A}_{a} \hat{A}_{a}^{\dagger}, \hat{A}_{a}^{\dagger} \hat{A}_{a}\right]_{-}=\left[\hat{H}_{1}^{2}, \hat{H}_{2}^{2}\right]_{-}=0
$$

To derive Eq. (13) from Eq. (18) we use the following argument. We first show that

$$
\begin{equation*}
\left[\hat{H}_{1}, \hat{A}_{a}^{2}\right]_{-}=0 \tag{19}
\end{equation*}
$$

and that $\hat{A}_{a}^{2}$ is a linear normal operator. Therefore, (13) can be derived separately in the range of $\hat{A}_{a}^{2}$ and separately in its zero manifold. In the former $\hat{O}_{a}^{2}$ is the
unitary polar factor of $\hat{A}_{a}^{2}$ and, as a consequence of Eq. (19), it commutes with $\hat{H}_{1}$. In the zero manifold of $\bar{A}_{a}^{2}$, we are able to achieve ${\partial_{a}^{2}}_{a}=1$ which will obviously commute with $\boldsymbol{H}_{1}$.

To prove Eq. (19), we observe that its equivalent [ $\left.\hat{H}_{1}^{2}, \bar{A}_{a}^{2}\right]$ ] $=0$ follows immediately from Eq. (4) and the adjoint of Eq. (18). The linear operator $\hat{A}_{a}^{2}$ is normal if $\left[\hat{A}_{a}^{2},\left(\hat{A}_{a}^{\dagger}\right)^{2}\right]_{-}=0$, and this is a corollary of Eq. (18). Consequently, the range and the zero manifold of $\hat{A}_{a}^{2}$ coincide with those of its Hermitian polar factor $\hat{H}$, i.e., with $R(\hat{H})$ and $V(\hat{H}=0)$, respectively. Using Eqs. (18) and (12) we derive $\hat{H}^{2}=$ $\hat{A}_{a}^{2}\left(\hat{A}_{a}^{2}\right)^{\dagger}=\hat{A}_{a} \hat{A}_{a}^{\dagger} \hat{A}_{a}^{\dagger} \hat{A}_{a}=\hat{H}_{1}^{2} \hat{H}_{2}^{2}=\left(\hat{H}_{1} \hat{H}_{2}\right)^{2}$, i.e.,

$$
\begin{equation*}
\hat{H}=\hat{H}_{1} \hat{H}_{2}=\hat{H}_{2} \hat{H}_{1} . \tag{20}
\end{equation*}
$$

Furthermore, Eq. (18) implies that $\vec{A}_{a}$ commutes with $A^{2}$, thus

$$
\begin{equation*}
\left[\hat{A_{a}}, \hat{H}\right]_{-}=0 . \tag{21}
\end{equation*}
$$

From the argument near the end of Sec . I, we also have

$$
\begin{equation*}
\left[\hat{O}_{a}, \hat{H}\right]_{-}=0 . \tag{22}
\end{equation*}
$$

From Eqs. (19) and (22) we conclude that $R(\hat{H})$ and $V(\hat{H}=0)$ are invariant for both $\hat{H}_{1}$ and $\hat{U}_{a}^{2}$.
In $R(\hat{H})$ the unitary polar factor of $\hat{A}_{a}^{2}$ is unique and can be obtained with the help of Eqs. (20) and (22), $\hat{A}_{a}^{2}=\left(\hat{O}_{a} \hat{H}_{2}\right)\left(\hat{H}_{1} \hat{O}_{a}\right)=\hat{H} O_{a}^{2}$, i.e.,

$$
\begin{equation*}
{\hat{O_{a}^{2}}}_{a}^{2} \hat{H}^{-1} \hat{A}_{a}^{2} \tag{23}
\end{equation*}
$$

Since $\hat{H}_{1}$ commutes with both factors in Eq. (23), Eq. (13) is valid in $R(\hat{H})$.

Turning now to $V(\hat{H}=0)$, we notice that the arbitrary $\hat{O}_{a}^{(2)}$ has both its domain $V\left(\hat{H}_{2}=0\right)$ and its range $V\left(\hat{H}_{1}=0\right)$ inside this subspace, because of $\hat{H}=\hat{H}_{1} \hat{H}_{2}$. We now restrict the arbitrariness of $\hat{O}_{a}^{(2)}$ so that $\hat{O}_{a}^{2}$ in $V(H=0)$ will become the identity operator. To this purpose we break up $V(\hat{H}=0)$ into three mutually orthogonal subspaces,

$$
\begin{aligned}
V(H=0)= & V\left(\hat{H}_{1}=0 \neq \hat{H}_{2}\right) \\
& +V\left(\hat{H}_{1} \neq 0=\hat{H}_{2}\right)+V\left(\hat{H}_{1}=\hat{H}_{2}=0\right) .
\end{aligned}
$$

From Eq. (22) one may conclude that $\hat{O}_{a}^{(1)}$ also reduces in $V(\hat{H}=0)$. Since it always maps $R\left(\hat{H}_{2}^{a}\right)$ onto $R\left(\hat{H}_{1}\right)$, here it maps $V\left(\hat{H}_{1}=0 \neq \hat{H}_{2}\right)$ onto $V\left(\hat{H} \neq 0=\hat{H}_{2}\right)$. All we have to do now is to choose $\hat{O}_{a}^{(2)}$ to act as $\left(O_{a}^{(1)}\right)^{-1}$ in mapping $V\left(\hat{H}_{1} \neq 0=\hat{H}_{2}\right)$ onto

$$
V\left(\hat{H}_{1}=0 \neq \hat{H}_{2}\right),
$$

and separately in $V\left(\hat{H}_{1}=\hat{H}_{2}=0\right)$ as an arbitrary involution. Thus, Eq. (13) is obtained in the whole space.
We want to point out that the above choice of $\hat{O}_{a}^{(2)}$ amounts to taking the undetermined phase
factors equal to 1 when any one of the $h, h^{\prime}, h^{\prime \prime}$ is zero, because $V(\hat{H}=0)$ corresponds exactly to the totality of these submatrices.

It is now established that commutation of an $A O$ with the square of its adjoint, i.e., Eq. (18), is a necessary and sufficient condition for the $A O$ to be normal.

Obtaining the second-order canonical form implies finding one- and two-dimensional invariant subspaces for a normal $\hat{A}_{a}$, and essentially $\hat{A}_{a}$ is replaced by the direct sum of its components in these subspaces. However, these subspaces are not unique. The unique ones are firstly, the common eigensubspaces of $\hat{H}_{1}$, $\hat{H}_{2}$ and $\mathcal{O}_{a}^{2}, V\left(h, h^{\prime}, u\right)$, with $h=h^{\prime}$ and $u$ real, and secondly, the direct sums $V\left(h, h^{\prime}, u\right)+V\left(h^{\prime}, h, u^{*}\right)$ in all other cases. We have based our procedure for selecting a canonical basis for $\hat{A}_{a}$ on breaking up the space into these unique, invariant, and mutually orthogonal subspaces, in analogy with Wigner's procedure ${ }^{2}$ for anti-unitary operators.

At last, it remains only to be shown that the secondorder canonical form of a normal $\hat{A}_{a}$, achieved through the canonical forms of its polar factors, is indeed its simplest possible form according to the general criteria stated in the previous section.

The diagonal submatrix of the second-order canonical form with nonnegative numbers corresponds to that invariant subspace where $\hat{A}_{a}$ is Hermitian, i.e., to

$$
V_{1}=\sum_{k \geq 0} V\left(h=h^{\prime}, u=1\right)
$$

This subspace is uniquely associated with $\hat{A}_{a}$ and any diagonal submatrix of $\hat{A}_{a}$ achieved by whatever method necessarily corresponds to a part of $V_{1}$.

Further, we have a number of nondiagonal two-bytwo submatrices with three zeros in them. Their totality corresponds to

$$
V_{2}=\sum_{h>0}[V(h, 0, u=1)+V(0, h, u=1)] .
$$

The nonzero elements are positive, and such matrices cannot be made simpler. One cannot achieve a larger number of such submatrices by some other method, because any of them has to correspond to a part of $V_{2}$, which is immediately seen when these submatrices are written in polar form.
The totality of the remaining nondiagonal two-bytwo submatrices corresponds to the orthogonal complement of $V_{1}+V_{2}$, where $\hat{A}_{a}$ is necessarily nonsingular, as it is clear from the fact that all determinants of these two-by-two submatrices are nonzero. Namely, although the determinant of a matrix is not invariant under the unitary congruence transformations, its being zero or not is an invariant
property, and it can be taken as a necessary and sufficient criterion for singularity or nonsingularity of $\hat{A}_{a}$ as it is the case for linear operators. Therefore, in this part of the space, two-by-two submatrices obtained by any method cannot have more than two zeros and they must be both on the diagonal. The polar factors of such matrices, which are immediately obtained by writing the matrix elements in polar form, are seen to be canonical, and so the nonzero elements cannot be made simpler.

This analysis shows that polar factorization, leading to the diagonalization of $\hat{H}_{1}, \hat{H}_{2}$, and $\hat{O}_{a}^{2}$, is the natural way to obtain the canonical form of a normal AO.

## V. APPLICATIONS

We outline a few applications of AO's in different branches of physics, mathematics, and electric network theory. In most of them, polar factorization and the canonical form of normal AO's prove very useful tools.

## A. Electric Network Application

According to Youla, 8 "The problem of finding a canonic form of an arbitrary matrix under the group of unitary congruence transformations is not only of mathematical interest but of the utmost importance for applied electrical engineering network theory . . . "

We have already seen that one can associate a basis independent object with any matrix transforming under the unitary congruence transformations. This object is an AO in the abstract space $V_{n}$ (see Sec. II). Therefore, AO's are the natural geometrical interpretation of such matrices. Since we have defined the canonical form of an AO as the canonical form of its matrix factor, all our results are directly valid for the matrices under unitary congruence transformations.

We have mentioned that to Hermitian and skewHermitian AO's correspond symmetric and skewsymmetric matrices, respectively. Our results coincide with the classical ones ${ }^{8,10}$ on the canonical forms of these matrices. The results of this paper on the secondorder canonical form give the solutions of the abovementioned network theory problem for considerably larger classes of matrices.

The Wigner canonical form should be interpreted as the canonical form of a unitary matrix under unitary congruence transformations.

To proper normal AO's, correspond matrices satisfying the condition

$$
\begin{equation*}
A A^{\dagger}=\left(A^{\dagger} A\right)^{*} \tag{24}
\end{equation*}
$$

[^158]which defines the class of conjugate-normal matrices, as we may call them. It should be observed that this property is unitary congruence invariant in the sense that it is valid for any unitary congruence transform of $A$, in contrast to the property $A A^{\dagger}=A^{\dagger} A$, which is unitary similarity invariant. Unitary, symmetric and skew-symmetric matrices belong to the class of conjugate normal ones.

To normal AO's, correspond matrices for which the following relation is valid:

$$
\begin{equation*}
A A^{\dagger} \tilde{A}=\tilde{A} A^{\dagger} A \tag{25}
\end{equation*}
$$

and we may call them congruence-normal matrices. Conjugate-normal matrices belong to them as a special case. The class of congruence-normal matrices is the largest class of matrices for which we have found the canonical form, and they may be considered as the analogs of the class of normal matrices under unitary similarity transformations, because relation (25) is a necessary and sufficient condition for a matrix to have the second-order canonical form under the unitary congruence transformations. [See the end of Sec. III and Eq. (18).]

We intend to give a more detailed discussion of our results on the canonical form of congruence-normal matrices in matrix language, and applications to electric network theory in a separate paper later.

## B. Connection of Antilinear Operators with Two-Particle Wave Vectors

A column vector representing a two-particle wave vector $\left|\psi^{(1,2)}\right\rangle$ in a basis which is obtained as a direct product of a one-particle basis with itself, can be written as a matrix which transforms as a twice contravariant tensor, i.e., under unitary congruence transformations. This enables us to establish a one-toone correspondence between the unitary space of all AO's and the unitary space of all two-particle wave vectors. This correspondence turns out to be, what we call, an extended isomorphism, because it connects all the known operations in these two sets, including even those for which they are not closed. This extended isomorphism permits transfer of any problem from one set to the other, and consequently, its solution where it is more convenient. The canonical forms of two-fermion and two-boson wave vectors are thus readily obtained from the canonical forms of skew-Hermitian and Hermitian AO's, respectively.

This extended isomorphism, and the use of AO's in defining orthogonal and symplectic subgroups of the unitary group, as well as application of AO's to the problem of the canonical form of a two-particle interaction are described in a separate publication. ${ }^{11}$

[^159]
## C. Transposition and Conjugation of Linear Operators

We have analyzed two factorizations of AO's, the polar and the standard one (see Secs. I and II, respectively). In general, the standard factorization cannot be of any help in finding a canonical basis for a normal AO, because its antilinear factor is defined as an arbitrary involution, with no regard to the nature of the AO. On the contrary, in the polar factorization, both factors depend crucially on the AO. For Hermitian AO's and only for them, the polar factorization is a special case of the standard one. Now we discuss a widely used example of these operators: the adjoining of linear operators, in order to illustrate the relation between the two factorizations.

Let $V_{n^{2}}$ be the space of all linear operators which act in $V_{n}$. The operation of adjoining, $\hat{O}_{a}$, in $V_{n^{2}}$, is obviously an antilinear operator and furthermore an involution. Unitary metrics in $V_{n^{2}}$ can be defined by introducing the following scalar product ${ }^{12}$ :

$$
\begin{equation*}
(\hat{A}, \hat{B})=\operatorname{tr} \hat{A}^{\dagger} \hat{B}, \quad \text { for all } \hat{A}, \hat{B} \in V_{n^{2}} \tag{26}
\end{equation*}
$$

Having introduced unitary metrics in $V_{n^{2}}$, one can easily see that $\hat{O}_{a}$ is anti-unitary. Being also an involution, it is a Hermitian AO. Its canonical basis is any set of $n^{2}$ orthonormal [in the sense of Eq. (26)] Hermitian linear operators acting in $V_{n}$.

It is interesting to note that the same metrics in $V_{n^{2}}$ can be obtained by the requirement that the basis in $V_{n}{ }^{2}$

$$
\begin{equation*}
\left|e_{i}\right\rangle\left\langle e_{j}\right|, \quad i, j=1, \cdots, n \tag{27}
\end{equation*}
$$

associated with an orthonormal basis $\left|e_{1}\right\rangle, \cdots,\left|e_{n}\right\rangle$ in $V_{n}$ should also be orthonormal. None of the associated bases can be canonical for $\delta_{a}$, since $\left(\left|e_{i}\right\rangle\left\langle e_{j}\right|\right)^{\dagger}=$ $\left|e_{j}\right\rangle\left\langle e_{i}\right|$ for $i \neq j$ are not self-adjoint.

However, the associated bases (27) (and no others) can be used to generalize the matrix concepts of transposition and conjugation to the corresponding operations for abstract linear operators. Namely, if we choose a basis in $V_{n}$, e.g., ( $q$ ), and form its associated basis $(Q)$ in $V_{n^{2}}$, then the standard factors [Eq. (5)] of $O_{a}$ for the basis $(Q)$, when represented in

[^160](Q), are the transposition and the conjugation of matrices which represent linear operators from $V_{n^{2}}$ in the basis ( $q$ ). Therefore, it is natural to interpret the standard factors of $\hat{O}_{a}$ themselves as transposition and conjugation of linear operators. Obviously, these concepts are basis-dependent, as it is always the case with the standard factorization.

## D. A One-Particle Operator Approach to Hartree-Bogoliubov Theory

The results of this work have another interesting application in the variational theory of HartreeBogoliubov. ${ }^{3}$ Namely, because of its transformation properties, the pairing tensor in this self-consistent theory can be interpreted as the matrix factor of a skew-Hermitian antilinear operator $\hat{t}_{a}$. We call the anti-unitary polar factor of $\hat{t}_{a}$ the pairing operator, and it is a generalization of the time-reversal operator as far as its role in this theory is concerned, because in the special case of the BCS theory, the anti-unitary polar factor of $\hat{t}_{a}$ is just the time-reversal operator. The Hermitian polar factor of $\hat{t}_{a}$ is a simple function of the one-particle density operator. So, the polar factors of $\hat{t}_{a}$ become the main variational objects of HartreeBogoliubov theory. Since the pairing operator is a skew-involution, the elements of its canonical basis display the well-known pairing property, which is inherent in every Bogoliubov-Valatin transformation. ${ }^{13}$

Our operator treatment of the kinematical and the dynamical quantities (self-consistent fields) should offer new possibilities for finding workable approximations within the theory of general linear canonical transformations. These problems are discussed in a separate paper. ${ }^{3}$
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    ${ }^{21}$ Note that $v(0)>0$ when the $k \neq 0$ stability conditions are satisfied.
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    $$
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[^112]:    ${ }^{33}$ It is preferable to speak about the "number of particles within $\omega$ " rather than about the "percentage of particies within $\omega$."

[^113]:    ${ }^{34}$ Invariant with respect to Lorentz group.
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